
ADAPTING TO

PASTORALISM
The genetic basis of dehydration resilience in the Turkana   pp. 1191 & 1246

18 SEPTEMBER 2025

A shot for mothers may save babies from a silent killer   p. 1175

Fall books roundup   p. 1180

Quantum squeezing of microparticle motion   p. 1225





1163Science 18 SEPTEMBER 2025

1170 After bizarre journey, 

precious archive of molecular 

biology history finds new home 

Science History Institute makes 

public multimillion-dollar collection, 

including Rosalind Franklin’s 

famous DNA image, assembled by 

fake scientist  —J. Cohen

1172 Amid war, a genomics 

research program blooms in 

Ukraine

Inaugural project for new center 

searches for genes involved in 

diabetes  —R. Stone

1173 Funding delays frustrate 

agricultural researchers

Grants awarded by the U.S. 

Department of Agriculture have 

dropped sharply  —E. Stokstad

EDITORIAL

1165 Gold standard science 

requires gold standard 

scholarship —H. Holden Thorp   

NEWS

1166 Hanford set to finally 

lock up nuclear waste in glass
But some officials fear Trump 

administration may be aiming for an 

alternative solution  —W. Cornwall

1168 Far more authors use 

AI than admit it
Study by cancer publisher highlights 

promise of AI detectors and the 

challenges they pose  —J. Brainard

FEATURES

1175 A shot at survival
Fifty years ago, Carol Baker 

proposed vaccinating pregnant 

women to save babies from

a deadly microbe. Now, 

the idea is nearing fruition  

—L. Roberts
PODCAST

COMMENTARY

BOOKS ET AL. 

1180 Fall books 2025
PODCAST

PERSPECTIVES 

1187 Solid-state hydrogen 

storage goes electric
Electrochemistry enables reversible 

storage and release of hydrogen 

gas in a metal hydride 

—R. O’Hayre and S. M. Haile
RESEARCH ARTICLE p. 1252

1188 Genomic clues into the 

spread of deadly mosquitoes
Ancient and more recent human 

interactions shape mosquito vector 

evolution —T. E. Carter
RESEARCH SUMMARIES pp. 1208 & 1209

1190 Deep down in the fault zone
Distant seismic waves provide 

clues to the evolution of crustal 

structure after a large earthquake 

—A. M. Rodriguez Padilla
RESEARCH ARTICLE p. 1256

18 SEPTEMBER 2025 | VOLUME 389 | ISSUE 6766

1170

P
H

O
T

O
: 

S
C

IE
N

C
E

 H
IS

T
O

R
Y

 I
N

S
T

IT
U

T
E



1164 18 SEPTEMBER 2025 Science

CONTENTS

1191 Trade-offs and human 

adaptation at the extremes
Genomic analyses of Turkana 

pastoralists identify variants that 

increase water retention 

—K. McVay and A. Goldberg

RESEARCH ARTICLE p. 1246

LETTERS 

1193 Global implications of 

cholera in Sudan 
—A. A. H. Abdellatif and 

E. M. Abdallah

1193 Protect academia in 

Sudan with global action 
—H. Y. Hassan

1194 Wastewater surveillance 

requires ethical use 
—P. M. D’Aoust

ANALYSIS

POLICY ARTICLE

1195 Partisan disparities in 

the funding of science in the 

United States
Republican lawmakers consistently 

provided robust federal funding, 

often exceeding Democrats 

—A. C. Furnas et al.

REVIEWS

REVIEW SUMMARY

1201 Batteries
The contrast between monovalent 

and multivalent metal battery 

anodes —Y. Li et al.

RESEARCH

HIGHLIGHTS 

1202 From Science and 

other journals

RESEARCH SUMMARIES 

1205 Molecular biology
Functional maps of a genomic locus 

reveal confinement of an enhancer 

by its target gene —M. Eder et al.

1206 Molecular biology
Kinetic organization of the genome 

revealed by ultraresolution 

multiscale live imaging —J. Lee et al.

1207 Population dynamics
Genomic demography predicts 

community dynamics in a temperate 

montane forest —J. P. O’Dwyer et al.

Mosquito genetics
1208 1206 genomes reveal origin 

and movement of Aedes aegypti 

driving increased dengue risk 

—J. E. Crawford et al.

1209 Genomic diversity of the 

African malaria vector Anopheles 

funestus —M. Boddé et al.

PERSPECTIVE p. 1188

RESEARCH ARTICLES 

1210 Animal communication
Categorical and semantic perception 

of the meaning of call types in zebra 

finches —J. E. Elie et al.

1216 Marine ecology
Cumulative impacts to global marine 

ecosystems projected to more than 

double by mid-century 

—B. S. Halpern et al.

1220 Monsoons
More extreme Indian monsoon 

rainfall in El Niño summers 

—S. A. Hill et al.

1225 Quantum mechanics
Quantum squeezing of a levitated 

nanomechanical oscillator 

—M. Kamba et al.

1229 Rangelands
Climate rather than overgrazing 

explains most rangeland primary 

productivity change in Mongolia 

— A.-O. Purevjav et al.

Science serves as a forum for discussion of important issues related to the advancement of science by publishing material on which a consensus has been reached as well as including the presentation of minority or conflicting 
points of view. Accordingly, all articles published in Science—including editorials, news, commentary, and book reviews—are signed and reflect the individual views of the authors and not official points of view adopted by AAAS 
or the institutions with which the authors are affiliated. Science (ISSN 0036-8075) is published weekly on Thursday, except last week in December, by the American Association for the Advancement of Science, 1200 New York 
Avenue, NW, Washington, DC 20005. Periodicals mail postage (publication No. 484460) paid at Washington, DC, and additional mailing offices. Copyright © 2025 by the American Association for the Advancement of Science. The title 
Science is a registered trademark of the AAAS. Domestic individual membership, including subscription (12 months): $165 ($74 allocated to subscription). Domestic institutional subscription (51 issues): $2865; Foreign postage extra: 
Air assist delivery: $135. First class, airmail, student, and emeritus rates on request. Canadian rates with GST available upon request, GST #125488122. Publications Mail Agreement Number 1069624. Printed in the U.S.A. Change of 
address: Allow 4 weeks, giving old and new addresses and 8-digit account number. Postmaster: Send change of address to AAAS, P.O. Box 96178, Washington, DC 20090–6178. Single-copy sales: $15 each plus shipping and handling 
available from backissues.science.org; bulk rate on request. Authorization to reproduce material for internal or personal use under circumstances not falling within the fair use provisions of the Copyright Act can be obtained through 
the Copyright Clearance Center (CCC), www.copyright.com. The identification code for Science is 0036-8075. Science is indexed in the Reader’s Guide to Periodical Literature and in several specialized indexes.

1234 Quantum processing
Scalable entanglement of 

nuclear spins mediated by 

electron exchange 

—H. G. Stemp et al.

1239 Organic chemistry
Stereo-reversed E2 

unlocks Z-selective C–H 

functionalization 

—P. J. Verardi et al.

1246 Human genetics
Adaptations to water 

stress and pastoralism in the 

Turkana of northwest Kenya 

—A. J. Lea et al.

PERSPECTIVE p. 1191

1252 Electrochemistry
High-capacity, reversible 

hydrogen storage using 

H−-conducting solid electrolytes 

—T. Hirose et al.
PERSPECTIVE p. 1187

1256 Seismology
Crustal stresses and 

damage evolve throughout 

the seismic cycle of the 

Ridgecrest fault zone

—J. Bryan et al.

PERSPECTIVE p. 1190

WORKING LIFE

1266 A gateway 

without guidance 

—Anonymous

1261  Science Careers

ON THE COVER

ON THE PODCAST

Protecting newborns from 

an invisible killer, the

rise of drones for farming, 

and a Druid mystery

Young Turkana herders guide 

camels across Kenya’s arid 

landscape near Lake Turkana 

at sunset. Pastoralism 

remains central to survival in 

this region, where heat and 

water scarcity pose constant 

challenges. New research 

uncovers the genetic 

signatures that underlie 

adaptation to arid living in 

this pastoralist community. 

See pages 1191 and 1246.

Photo: Kirsten Frost/FROST 

Photo Tours



1165Science 18 SEPTEMBER 2025

EDITORIAL

Gold standard science 
requires gold standard scholarship 

H. Holden Thorp

S
cientists often casually refer to research and “library 

work” as separate endeavors. Research involves the 

execution of experiments in the laboratory whereas 

library work means finding references to relevant 

studies in the literature and analyzing them—often 

as a precursor to writing a paper. Treating careful scholar-

ship as somehow less important than the acquisition of data 

can adversely affect the reliability of the scientific record and 

consequently, the course of science. In today’s tense environ-

ment around science and politics, meticulous scholarship 

has never been more important.

Less than a month after his inauguration this year, US 

president Trump issued an executive order to establish the 

“Make America Healthy Again” (MAHA) Commission tasked 

with addressing the health of Americans, 

particularly children. When the MAHA 

report was released in May—which the 

Trump administration hailed as a land-

mark study—it contained fake citations 

that had been apparently hallucinated by 

a large language model. Rather than ad-

mitting that they hadn’t taken the time to 

check that their references existed, the 

authors and the administration dismissed 

the episode as arising from “formatting 

errors.” Perhaps even more concerning, 

though, was the existence of at least one citation in which 

the paper was real but its content was misrepresented.

In its new effort to investigate the origins of autism, the 

Trump administration has enlisted the frequently criti-

cized researcher David Geier. In a recent piece in the New 

York Times, Jessica Steier, a public health expert special-

izing in science communication, showed how Geier ma-

nipulated citations to make unsubstantiated claims. In one 

of his published studies that seeks to connect the vaccine 

additive thimerosal to autism, Geier dismisses factors that 

could confound his assertion by referring to published 

studies all written by himself. In other words, there is no 

independent evidence from any other laboratory or re-

searcher to support his claims, a fact that a reader would 

know by digging into the citations and not assuming them 

to be true.

Sad to say, citation manipulation is not limited to 

agenda-driven research that deliberately obfuscates the 

science. A recent study shows that 17% of citations do not 

support the statement to which they are applied. Authors 

who were surveyed suggested that for the most part, these 

errors are the unfortunate by-product of the pressure for 

quantity over quality in a scientific enterprise driven by the 

ever-increasing glut of papers and journals. At the same 

time, published summaries of research papers make it eas-

ier to grab on to what seems like an appropriate citation 

without reading and understanding the entire paper.

Although this kind of poor scholarship is likely to be less 

consequential than those that distort the use of science in 

public health, it weakens the ability of the scientific com-

munity to call out the misrepresentations by politicians. In 

a political world driven by anecdote and “whataboutism”—

where the answer to all criticisms is pointing out a similar 

error by the critics—all politicians need do to dismiss these 

concerns is to point out similar errors in 

the mainstream literature and then let so-

cial media and ideologically driven pod-

casters do the rest.

Robert F. Kennedy Jr., the secretary of 

Health and Human Services and chair of 

the MAHA report, has promised to reveal 

new findings this month regarding the 

origins of autism that implicate what he 

vaguely called an “intervention” and that 

President Trump referred to as “a drug or 

something.” Recent news suggests that 

this revelation will be a proposed link between autism and 

acetaminophen use in pregnancy.

When the official autism report is issued, scientists 

should calmly and methodically evaluate whether it con-

tains any new and convincing evidence. If there is none, 

then the best defense is to carefully document the ways in 

which the report is unpersuasive, just as Steier did in her 

essay. A logical place to start will be with the citations. If 

there is manipulation of the references to make points that 

the cited papers do not support, there are probably prob-

lems with the evidence as well. If more studies are needed, 

that should be explained, too.

The success of this pushback will depend on redoubled 

efforts by scientists and journals to promote outstanding 

scholarship in which the “library work” of checking cita-

tions is just as important as carrying out experiments and 

interpreting their results, and where misrepresentation of 

references is treated as seriously as research misconduct. �

H. Holden Thorp is Editor-in-Chief of the Science journals. hthorp@aaas.org

10.1126/science.aec2360

…checking 
citations is just 

as important 
as carrying out 
experiments…
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A
fter decades of delays, one 

of the world’s most polluted 

places is finally set to get a 

little cleaner. Next month, 

workers at the U.S. Department of 

Energy’s (DOE’s) Hanford site are 

scheduled to open a multibillion-

dollar facility that would begin 

to entomb radioactive waste in 

thousands of glass logs, which would 

then be buried elsewhere. It would 

be a major milestone in the cleanup 

of nuclear weapons waste currently 

held in corroding tanks. But amid 

signs of upheaval at DOE’s cleanup 

office, state and local officials are 

worried the White House may be 

delaying the project at the eleventh 

hour and trying to shift to an ap-

proach that is faster and cheaper but 

perhaps not as foolproof: locking up 

waste in cement-like  grout.

“We’re concerned about the rumors 

because we are so very close to, for 

the first time ever, meaningfully 

reducing the volume of waste at Han-

ford’s tanks,” says David Reeploeg, 

vice president for federal programs at 

the Tri-City Development Council, an 

economic development nonprofit rep-

resenting towns flanking the federal 

site in Washington state.

From World War II through the 

Cold War, Hanford engineers made 

the plutonium for thousands of 

nuclear bombs, including the one 

dropped on Nagasaki, Japan. Some 

325 million liters of liquid waste 

from this process—enough to fill 

85 Olympic swimming pools—was 

funneled into 177 buried carbon steel 

tanks. Some tanks have corroded, 

and an estimated 3.7 million liters of 

toxic, radioactive waste have leaked 

into the ground, threatening to 

contaminate groundwater that flows 

into the nearby Columbia River.

In 1989, DOE reached a deal with 

the U.S. Environmental Protection 

Agency and the state of Washington 

to clean up the mess. Amended over 

time, the agreement now speci-

fies that much of the waste will be 

entombed in glass, a process known 

Waste from 

plutonium 

production is 

stored in 

177 tanks that 

have corroded.

ENVIRONMENTAL REMEDIATION

Hanford set to finally lock up nuclear waste in glass
But some officials fear Trump administration may be aiming for an alternative solution WARREN CORNWALL
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as vitrification. But for DOE and 

Bechtel National, the project’s lead 

contractor, making good on this 

promise has proved tricky. Initially, 

the vitrification plant was supposed 

to cost $4.3 billion and open by 

2007. Today, more than $10 billion 

has been spent on the plant alone, 

and the entire cleanup is estimated 

to cost $200 billion to $350 billion 

and stretch into the 2070s.

Workers recently tested furnaces 

and emission controls at the newly 

completed facility, which is slated to 

handle much of the low-level waste 

that comprises 90% of the total 

volume. For the past 3 years some of 

the waste has been siphoned from 

the storage tanks and pumped to a 

facility that removes traces of highly 

radioactive cesium, one of the most 

dangerous radioisotopes. Some 

3 million liters of this partially 

treated waste is now waiting to be 

encased in glass. A second facility, 

which isn’t scheduled for completion 

until the 2030s, will treat the high-

level waste that has accumulated at 

the bottom of the tanks as a thick, 

radioactive sludge.

On 8 September, however, DOE 

fired Roger Jarrell, who had been 

named in April to head the agency’s 

Office of Environmental Manage-

ment, which oversees the Hanford 

cleanup. That prompted speculation 

the agency was changing course. 

Last week, U.S. Senator Patty Murray 

(D–WA) issued a press release 

stating that in a phone call on 

10 September, DOE Secretary Chris 

Wright said the department was 

planning to “curb” the start of 

vitrification because of safety 

concerns. The move would be “an 

astonishingly senseless and destruc-

tive move and a threat to the entire 

nuclear cleanup mission at Hanford,” 

Murray said.

The day after the call, Wright issued 

a statement that DOE “has made no 

changes to our plans or strategy for 

the [low-level] waste treatment facil-

ity. Although there are challenges, we 

are committed to beginning opera-

tions by October 15, 2025.”

Nevertheless, some wonder 

whether President Donald Trump’s 

administration wants to treat more 

of the waste by mixing it with grout, 

which could be cheaper and faster 

than vitrification. Such a move was 

touted in Project 2025, a 900-page 

plan by the conservative Heritage 

Foundation that has foretold many 

actions by the new Trump admin-

istration. That report calls for 

adopting policies that would allow 

much of the waste at Hanford “to be 

grouted rather than vitrified.”

Jim Conca, a geochemist who 

worked for decades on nuclear waste 

research for both DOE and private 

companies, agrees. “It should be 

grouted,” says Conca, who lives on 

the outskirts of Hanford in the city 

of Richland. “Vitrification is a stupid 

thing to do with this waste.”

Vitrification, Conca says, became 

the default because Washington 

state officials saw it being used to 

entomb highly radioactive waste 

from nuclear power plants in other 

countries. But because the waste at 

Hanford is a heterogeneous brew of 

highly radioactive, short-lived waste 

and low-level, long-lived waste, he 

says, it would be better off mixed 

with grout and stored either in place 

or at a special facility. Grout is al-

ready used to treat low-level radioac-

tive waste left from bombmaking at 

another federal nuclear site in South 

Carolina. And an expert National 

Academies of Sciences, Engineer-

ing, and Medicine panel on which 

Conca served recommended grout as 

a cheaper way to effectively handle 

some high-level waste as well.

But in Washington state, officials 

and environmental groups have long 

resisted the idea. Cement breaks 

down more quickly than glass and 

is more porous, allowing water to 

infiltrate, notes Ian Pegg, a physical 

chemist at the Catholic University of 

America who conducts vitrification 

research. “You look at concrete roads 

and bridges, yeah they last for many 

years, but do they last for hundreds 

of years, or thousands of years, or 

hundreds of thousands of years?” he 

says. “It’s widely accepted that glass 

is the better waste form.”

Earlier this year, Washington state 

did agree to having some of the 

waste encased in grout as long as it’s 

stored outside the state. But officials 

say they will challenge any move by 

the federal government to break the 

1989 agreement. As amended early 

this year, it calls for vitrifying most 

of the waste, and to begin doing it 

next month.

DOE should not renege on those 

promises, Washington Governor Bob 

Ferguson (D) said at a press confer-

ence last week. If the agency does, 

he said, “there will be a legal chal-

lenge to them, and they will lose.” �

EPA NIXES CARBON TRACKING The U.S. 
Environmental Protection Agency (EPA) 
moved ahead last week with a proposal 
to effectively end its 15-year-old program 
tracking the greenhouse gas emissions 
from more than 8000 industrial facilities, 
including coal-fired power plants, refineries, 
and steel mills. EPA contends the change 
would save “up to $2.4 billion” in regulatory 
costs because companies would no longer 
be required to track their emissions. The 
move, which could take effect early next 
year, would force estimates of U.S. carbon 
emissions to rely on other data, such 
as energy consumption and electricity 
production statistics. —Paul Voosen

CONTROVERSIAL CLIMATE PANEL 

DISBANDED The U.S. Department of 
Energy (DOE) has dissolved the five-per-
son panel of scientific contrarians behind 
a draft report this summer that purported 
to provide a “critical review” of climate sci-
ence. The report was widely cited in EPA’s 
effort to overturn its own ability to regulate 
greenhouse gases as a pollutant. But in the 
month since its release, climate scientists 
have pointed out mistakes and misinfor-
mation made in the report. Environmental 
groups also brought a suit arguing that 
DOE did not follow federal law in how it 
established the group, whose members 
were handpicked by DOE Secretary Chris 
Wright. —Paul Voosen

NIH TURNS AWAY FROM FETAL TISSUE, AGAIN  
The U.S. National Institutes of Health (NIH) 
says it will not renew a handful of research 
grants that an advocacy group identified 
as involving human fetal tissue—a decision 
that is setting off alarm bells for some in 
the scientific community. The White Coat 
Waste Project, a self-described “taxpayer 
watchdog” that campaigns to eliminate 
animal research across the U.S. federal 
government, last week publicized a list of 17 
grants categorized in NIH’s grants database 
as active and listed under the spending 
category “human fetal tissue.” But it’s not 
clear whether all of the studies actually 
involved the controversial material—or 
whether NIH’s pledge not to renew them 
signals the revival of restrictive policies on 
fetal tissue studies that President Donald 
Trump imposed during his first term in 
office. —Phie Jacobs

TRUMP TRACKER
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NEWS

A
fter ChatGPT debuted in late 

2022 and wowed users with 

its humanlike fluency, many 

academic journals rolled out 

policies requiring authors to disclose 

whether they had employed artificial 

intelligence (AI) to help write their 

papers. But new evidence from one 

publisher suggests four times as many 

authors use AI as admit to it—and that 

peer reviewers are turning to it, too, 

even though they are asked not to.

The new study, run by the Ameri-

can Association for Cancer Research 

(AACR), investigated the 10 journals 

the society publishes. AACR launched 

it after some authors wondered 

whether the peer-review reports on 

papers they had submitted were AI-

generated, says Daniel Evanko, who 

oversees AACR’s editorial systems. It 

made use of a recently developed AI 

detector the AACR team and others 

say appears to be highly accurate.

From 1 January to 30 June, the 

team found, 36% of the abstracts in 

7177 manuscripts submitted to AACR 

contained at least some AI-generated 

text. But when asked in an automatic 

step in the submission process to 

disclose any use of AI to prepare the 

manuscript, authors only did so for 

9% of the papers studied.

Earlier studies tried to quantify 

the use of AI in papers and peer re-

views. But the new study, presented 

at the International Congress on 

Peer Review and Scientific Publica-

tion earlier this month, is one of 

the first to assess the reliability of 

author disclosures. “Disclosures on 

their own have virtually no value 

without some means of determining 

their accuracy,” Evanko says.

The work is “a good place to start” 

to address the problem, says Roy 

Perlis, editor-in-chief of the JAMA 

Network’s content channel JAMA+AI 

and a psychiatrist at Massachusetts 

General Hospital. But AI detectors 

produce false positives, and hu-

man editors must use judgment in 

interpreting their readings, he says. 

“There is a real risk that we plug 

these things into our [editorial] pipe-

lines and treat their outputs as if they 

are infallible.”

Evanko says he was initially 

“extremely skeptical” about the high 

accuracy claims from the new detec-

tor his team ultimately used in its 

study, the AI Detection Dashboard 

from Pangram Labs. Pangram’s 

detector, unveiled in 2024, relies on 

a form of AI called deep learning, a 

computational method also used in 

large language models (LLMs) such 

as ChatGPT. In a preprint that year, 

its creators described the detector’s 

text classifier as more accurate than 

others because they trained it using 

an unusual method and data set.

They started with a large body 

of human-written texts. They then 

prompted LLMs to produce a similar 

version of each text that matched its 

style, tone, and semantic content. 

They trained their text classifier to 

spot telltale differences between the 

two, progressively modifying the 

prompts so the LLMs generated text 

increasingly difficult for their clas-

sifier to distinguish from human-

written text. The tool produces 

scores on a 10-point scale reflecting 

the likelihood of AI use.

Despite Evanko’s initial misgiv-

ings, he was reassured that the tool 

is unusually good at avoiding false 

positives when he ran it on AACR’s 

submissions from 2020 and 2021, 

before ChatGPT. It flagged well 

under 1% of those manuscripts as 

possibly AI-generated.

After ChatGPT arrived, the 

detector showed, AI-generated text 

steadily became more common in 

AACR papers’ abstracts, methods 

sections, and peer-review reports. 

(Evanko’s study only covered those 

kinds of texts because AACR’s data-

base includes them in a format that 

is readily analyzable.) In addition 

to the high proportion of abstracts 

with AI-generated text, Evanko’s 

team found it in nearly 15% of the 

methods sections and 7% of reviewer 

reports in the last quarter of 2024.

He speculates authors are not 

disclosing AI use because they fear 

journals will reject their manuscript, 

even if AI was used only for editing 

the manuscript and not generat-

ing text. Some evidence supports 

that reviewers penalize this use. 

But how authors perceive that risk 

varies by field, according to a 2024 

survey of more than 800 research-

ers, co-authored by Amy Zhang of 

the University of Washington, who 

studies human-computer interac-

tion. Respondents in computer 

science were more likely than those 

in biology and medicine to say they 

were comfortable with disclosure. In 

computer science, “it just has become 

so common and normal to use,” she 

says. But norms about AI use “are 

unsettled in these other fields.” The 

International Association of Scien-

tific, Technical & Medical Publishers IL
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Far more authors use AI than admit it
Study by cancer publisher highlights promise of AI detectors and the 
challenges they pose

JEFFREY 

BRAINARD
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reported in April that many authors 

are confused about when they should 

report AI use; the group, known as 

STM, expects to finalize updated 

guidelines this week.

Using AI for editing manuscripts 

and other purposes can be legitimate, 

Evanko and Perlis say, especially when 

authors are not native speakers of 

English. In fact, Evanko found that 

manuscripts from countries where 

English is not an official language 

were flagged for AI-generated text 

twice as often as those from English-

speaking countries, perhaps because 

authors turned to AI to improve their 

writing. But AI-generated text can 

also be one of many markers of sub-

missions that might have come from 

paper mills, Evanko adds. A spate of 

letters to the editor recently submit-

ted to an AACR journal was all gener-

ated by the DeepSeek LLM, Pangram’s 

tool indicated.

AACR is considering next steps in 

response to Evanko’s findings, 

including using the new tool to 

screen all submissions. But with 

more than 2500 AACR submissions 

flagged for AI-generated abstracts 

from January to June alone, “It’s too 

many to put a human in the loop” to 

follow up on each undisclosed 

instance, he says. The publisher 

might start by sending automated 

emails to authors asking for an 

explanation, as it does about other 

deficiencies in manuscripts.

But Perlis says he’s not persuaded 

that AI-text detectors are accurate 

enough to help publishers and editors 

deal with the machine-generated text 

appropriately. He wants common 

performance benchmarks and more 

data about how the detectors perform 

on manuscripts from different fields 

of science before they are used rou-

tinely. “We want to encourage people 

to continue to develop these kinds of 

tools,” he says. “We also want to ac-

knowledge that there will absolutely 

be an arms race—the better the tools 

get, the harder people will work to 

circumvent them.” �
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A prize-winning light show
This image of the southern lights, or the aurora australis, 
captured in Tumbledown Bay, New Zealand, in May 2024, was 
among the winners of this year’s Astronomy Photographer of 
the Year competition, run by the Royal Observatory Greenwich. 
That month, scientists recorded the strongest geomagnetic 
storm in more than 2 decades, brought on as blobs of plasma 

ejected from the Sun slammed into Earth’s magnetic field. 
The huge amounts of energy released led to aurorae that lit 
up night skies around the globe at lower latitudes than usual. 
Of the New Zealand display, photographer Kavan Chay noted, 
“The reds were a level of intensity I had never experienced.” 
—Katie Langin
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A 
storied trove of documents, 

photos, and lab tools from 

the race to decipher DNA’s 

structure and function is 

finally being made public. The Science 

History Institute (SHI) in Philadelphia 

recently purchased the collection for 

an undisclosed amount from a re-

search institute founded by noted hu-

man genome scientist J. Craig Venter 

and on 8 September began making it 

available to visitors. It’s also putting 

digital versions of many of the letters, 

lab notebooks, book drafts, and images 

online. “It’s wonderful that this collec-

tion is going to be readily accessible to 

scholars and other researchers,” says 

Nathaniel Comfort, a science historian 

of this era at Johns Hopkins University. 

Science historian Michelle DiMeo, 

a vice president at SHI, says the col-

lection illuminates “the foundations 

of molecular biology” with many 

firsthand perspectives from pioneer-

ing DNA researchers as well as key 

artifacts. The “jewel of the collection,” 

according to SHI, is the original Photo 

51, an x-ray diffraction image of DNA 

made in 1952 by Rosalind Franklin and 

her student Raymond Gosling, which 

Maurice Wilkins shared with James 

Watson. In his classic book The Double 

Helix, Watson credits the image with 

helping him and Francis Crick deduce 

DNA’s structure—for which they 

and Wilkins won the Nobel Prize in 

Physiology or Medicine in 1962, after 

Franklin had died. 

For scholars and the public, it is a 

happy end to a decadeslong saga that 

began when an amateur rare book 

seller with faked scientific credentials 

and a knack for befriending the rich 

and famous—including disgraced fi-

nancier Jeffrey Epstein—began buying 

up the artifacts from prominent sci-

entists, planning to profit by reselling 

them. Its subsequent journey involved 

lawsuits, multiple parties willing to 

pay millions for the material, a conten-

tious sale at Christie’s auction house, 

and 2 decades largely out of sight at 

the J. Craig Venter Institute (JCVI). In 

the end, DiMeo says, the collection “in 

some ways fell into our hands.”

Now, researchers will be able to 

easily access key documents from 

this period to help resolve conten-

tious debates about everything from 

Photo 51’s relevance to the scientific 

community’s treatment of Franklin. 

Although the collection contains 

copies of documents available in 

other archives—including an early 

draft of The Double Helix called Hon-

est Jim—there’s also unique mate-

rial: an important “missing” 1952 

notebook of Crick’s, revealing letters 

between several of these scientists, 

and a second historic x-ray of DNA 

from Franklin and Gosling, made 

under different conditions. Histo-

rians say the image led Franklin to 

dismiss the idea of a helical struc-

ture, allowing Watson and Crick to 

have the key insight. 

The collection contains material 

from other, now-deceased Nobel 

Prize–winning scientists: Barbara 

McClintock, Max Perutz, Aaron Klug, 

Sydney Brenner, Linus Pauling, and 

Max Delbrück. “Historians studying 

the lives and works of Perutz and 

Klug in particular will be over-

joyed at this news,” says Matthew 

Cobb, a zoologist at the University 

of Manchester who has authored a 

forthcoming biography of Crick. He 

posted on social media that the SHI 

acquisition is “a tremendous con-

tribution to scholarship and public 

understanding.”

“I’M NOT SO NAÏVE NOW.”

The collection had unsavory begin-

nings. “It’s not complimentary to 

me to really talk about this stuff,” 

says Jeremy Norman, a seller of 

rare books and manuscripts who 

assembled almost all of it in partner-

ship with Al Seckel, who presented 

himself as a neuroscientist from the 

California Institute of Technology 

(Caltech). Norman, 80, who lives in 

GENETICS

After bizarre journey, precious archive of 
molecular biology history finds new home 
Science History Institute makes public multimillion-dollar collection, including 
Rosalind Franklin’s famous DNA image, assembled by fake scientist
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Photo 51, an early 

x-ray diffraction 

image of DNA, 

helped reveal the 

molecule’s 

helical structure.
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Novato, California, agreed to speak 

publicly about the backstory in 

detail for the first time to Science. “I 

was naïve. I’m not so naïve now.”

Norman, who has a website called 

the HistoryofScience.com, says he 

had done business for several years 

with Seckel. “I didn’t realize he was 

a con man,” Norman says. “A number 

of the scientists who had basically 

either given him or sold him their 

papers rather cheaply didn’t realize 

that I was going to turn around and 

resell it,” Norman says. “He told 

them that I was a philanthropist 

acquiring material.” 

Seckel, born in New York City, 

briefly attended Cornell University 

and then moved to Los Angeles 

around 1980, where he founded the 

Southern California Skeptics society. 

He traveled among high rollers like 

Epstein, rock stars, and celebrity 

scientists, including Crick and 

physicist Richard Feynman, says Tom 

McIver, an anthropologist–turned–

research librarian who joined the 

skeptics society and then investigated 

and clashed with Seckel for decades. 

Seckel also became a well-known 

collector of optical illusions, 

publishing a half-dozen books about 

them and giving a popular TED talk 

on the subject. 

McIver, who jokes he has become 

a “Seckelologist,” has documented 

the many lawsuits in which Seckel 

was involved, his falling out with 

Feynman, troubled marriages (includ-

ing to Isabel Maxwell, whose sister 

Ghislaine was convicted of sex traf-

ficking on Epstein’s behalf ), and his 

false claims that he had a Cornell de-

gree and a Ph.D. from Caltech. Many 

of Seckel’s deceptions were detailed 

in a 2015 exposé by Tablet magazine 

called “The Illusionist.”

According to Norman, the mo-

lecular biology collection began 

when Seckel sold him an archive he 

had bought from Klug, who was a 

Franklin collaborator and possessed 

some of her papers. It built from 

there, with Norman ultimately paying 

Seckel $1.5 million between 1998 and 

2001, according to court filings. “It 

was very hard for me to resist this 

material,” Norman says. Seckel and 

Norman also worked together to try 

to convince Crick to sell them his 

papers, although the deal fell through 

and Crick sold them in 2001 to the 

Wellcome Trust for $2.4 million. 

Acrimony between Seckel and 

Norman exploded in 2003, when 

Christie’s agreed to individually sell 

the items from what had become 

known as the Norman Collection. In 

a Nature news story, Seckel, the sup-

posed Caltech neuroscientist, decried 

the move, insisting the agreements he 

signed with scientists assured them 

that their items would be part of a 

large molecular biology archive and 

available to scholars. “This impacts 

on my reputation,” Seckel said. The 

possibility that the collection might 

fall into private hands or be split 

up also upset many biologists and 

historians. Klug at the time decried it 

as “an outrage.” 

A month before the auction was 

to take place, Christie’s canceled it 

after Seckel showed the company P
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Photos of 

Rosalind Franklin 

on an Italian 

vacation, her 

slide rule, and 

her office after 

her death join 

other items in the 

collection that 

could shed light 

on her pioneering 

DNA research.
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n the basement of a building 

that decades ago was a Hebrew 

trade school for boys, Yaroslava 

Hasynets opens a freezer 

packed with some 12,000 plastic 

vials. “Part of our genetic heritage,” 

says Hasynets, dean of biology 

at Uzhhorod National University 

(UzhNU). The vials contain DNA 

from an ongoing study of Ukraini-

ans with type 1 diabetes (T1D) that 

UzhNU’s new genomics facility, to be 

inaugurated on 22 September, will 

mine for genetic insights.

Russian attacks, power outages, 

and parlous budgets have posed se-

vere challenges to Ukrainian science. 

But a surprising hot spot for frontier 

genomics is emerging here in the 

foothills of the Carpathian Moun-

tains near Slovakia and Hungary, 

taking advantage of Ukraine’s dis-

tinctive population—and scientists 

seeking refuge here from elsewhere 

in the war-torn country. Uzhhorod, 

named after the Uzh River snaking 

through it, has not been attacked 

and is widely considered “the safest 

place in Ukraine,” says Fyodor 

Kondrashov, an evolutionary genom-

ics expert at the Okinawa Institute 

of Science and Technology who runs 

a bioinformatics and data science 

summer school here that draws par-

ticipants from across Ukraine.

Still, on most scientific radars this 

tranquil haven is at best a faint blip. 

“A colleague joked Uzhhorod is a great 

place for a witness protection program 

for scientists, because nobody will 

ever look for you there,” says geneticist 

Taras Oleksyk of Oakland University, 

who was born in this city.

He is one of the movers behind 

the new genomics facility. As a 

faculty member of the University 

of Puerto Rico in the late 2000s, 

Oleksyk watched with envy as many 

European countries established 

national genetic databases, while 

his homeland largely remained a ge-

nomic black hole. “I thought, ‘What 

about Ukrainians? Who’s going to do 

this kind of effort for my country, if 

not me?’”

He got his chance in 2018, just be-

fore moving to Rochester, Michigan, 

when he initiated the first study on 

genomewide diversity in Ukraine, 

arranging for labs in China and the 

GENOMICS

Amid war, a genomics research 
program blooms in Ukraine
Inaugural project for new center searches for genes 
involved in diabetes RICHARD STONE, in Uzhhorod, Ukraine
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documentation he had from the scientists 

that required keeping the collection intact. 

Lawsuits erupted. Norman claimed Seckel 

had no right to sell him the papers in the first 

place because he didn’t have clear title. Seckel 

claimed his “lucrative business” in rare scien-

tific works had been “completely destroyed” by 

Norman. The suits were ultimately dismissed.

Christie’s kept trying to negotiate the sale 

for Norman. In January 2005, Science pub-

lished a letter by Nobel laureate Richard 

Roberts and geneticist Norton Zinder that ap-

pealed to scientists to collectively raise at least 

$2 million to purchase the archive so it could 

go to Cold Spring Harbor Laboratory (CSHL), 

where Watson would build a new wing of its 

library to house the papers and those from 

many other molecular biologists. “We had 

some offers from people, but it was small 

change,” Roberts says. 

In the end, JCVI was the sole bidder, 

purchasing the collection for $2 million and 

building a climate-controlled room to house the 

100 boxes of material. “Christie’s was happy to 

be rid of the problem,” Venter says, noting that 

the purchase also resolved legal issues about 

ownership. After curating the archive, JCVI 

made it available to researchers, but Venter 

says fewer than 100 have viewed it over the past 

2 decades. “My dream was to take 2 years and 

rewrite the history of molecular biology from 

the collection,” Venter says. “I couldn’t find the 

2-year horizon.”

By this year, JCVI was planning to move across 

town, from its longtime home in La Jolla to 

downtown San Diego, and was reluctant to invest 

in a similar storage space at its new facility. But 

in February, Venter met DiMeo by chance in 

Pacific Grove, California, at the Asilomar meeting 

she co-organized on regulating risky scientific 

research. “It’s been on our mind for some time 

to find the right home for it, and we didn’t want 

it to end up in somebody’s private collection,” 

Venter says. 

Norman is relieved at where the historic col-

lection has ended up. “I’m happy that the Science 

History Institute has it,” he says. “It’s now going 

to an appropriate home.” Roberts still contends 

CSHL, which already has a large molecular bio-

logy collection, would have been a better home. 

“We’re disappointed,” he says. 

For SHI, which until 2018 focused on chemis-

try, the collection marks the beginning of a new 

era, DiMeo says. “It’s our seed collection in the 

history of the life sciences,” she says. “We’re hop-

ing that it might spark future donations from life 

scientists to preserve their archives.”

As for Seckel, the tarnished co-creator of 

the collection, The Daily Mail, a U.K. tabloid, 

reported he died in 2015 by jumping off a cliff 

near his French home around the time the Tablet 

exposé appeared. McIver says the circumstances 

of Seckel’s death remain “very mysterious” but 

doubts he’s alive. “It just doesn’t seem like him to 

remain silent.” �

Samples of DNA collected from thousands of Ukrainians are part of a study probing the 

genetics of type 1 diabetes. 
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United States to sequence 

97 Ukrainian genomes. In the 

journal GigaScience in 2021, Oleksyk 

and colleagues described 189 medi-

cally relevant alleles implicated in 

conditions such as autism and 

breast cancer, as well as 20 po-

tentially protective mutations. He 

and Oakland biologist Khrystyna 

Shchubelka—also from Uzhhorod—

then teamed up with Romanian 

scientists to sequence 150 genomes 

from each country as part of Ge-

nome of Europe, a continentwide 

genomic survey.

“All of a sudden, we had a system 

that works. Collecting samples, 

extracting DNA. We had an eth-

ics committee,” Oleksyk says. That 

infrastructure attracted Regeneron, 

which in 2021 dangled support for a 

T1D study in Ukraine. Genomewide 

association studies elsewhere had 

implicated several dozen alleles in 

the disorder. But studies of vari-

ants found only in specific popula-

tions are scarce, Oleksyk says. After 

months of negotiations, the Leona 

M. and Harry B. Helmsley Chari-

table Trust came aboard to fund a 

$5 million Ukraine project—and en-

sure that the sequencing data would 

be publicly available.

Oleksyk had another asset: 

his sister. Endocrinologist Olga 

Oleksyk’s clinic in Uzhhorod has 

become a sanctuary for top special-

ists on metabolic diseases who fled 

occupied or embattled Ukrainian 

cities. To recruit T1D patients, she 

and Shchubelka linked up with 

85 other endocrinologists and 

molecular biologists across Ukraine, 

gathering blood samples from more 

than 12,000 patients and healthy 

age-matched controls. The result, 

Taras Oleksyk says, is the largest 

T1D genetics study in the world. In 

some regions, Shchubelka says, “We 

don’t have any more patients with 

type 1 diabetes left to enroll. We got 

nearly everybody.”

“We need more data sets relevant 

to Ukraine, which is exactly what 

Taras and his team are doing,” says 

Serghei Mangul, a computational 

biologist at the University of South-

ern California. “And studying the 

population like this will be a great 

resource as Ukraine develops preci-

sion medicine.”

The UzhNU consortium has 

joined forces with colleagues in Po-

land to expand the study to include 

20,000 patients and controls by 

mid-2027. So far, Regeneron has se-

quenced DNA from 10,000 samples. 

A key target is the human leukocyte 

antigen (HLA) system—a complex of 

genes that encode immune-

regulating proteins and is known 

to be involved in T1D. The project 

hopes to zero in on alleles that 

elevate T1D risk and are more preva-

lent in Eastern Europeans.

The project is already paying a 

diagnostic dividend: A few dozen 

subjects appear to have maturity-

onset diabetes of the young 

(MODY), a rare genetic form of the 

disorder that masquerades as T1D. 

Whereas T1D patients need daily 

insulin shots, MODY patients can 

be treated with oral drugs. The five 

MODY cases confirmed so far “got 

their true diagnosis and could start 

a new life, without insulin injec-

tions,” Olga Oleksyk says.

The new genomics facility intends 

to build on these findings by taking 

the sequencing in-house, using Ox-

ford Nanopore Technologies’s 

PromethION 2 Solo, a DNA and 

RNA sequencer the size of a thick 

paperback novel. The company is 

sending a team to Uzhhorod next 

week for the lab’s inauguration and 

training. The device, more capable 

and versatile than earlier sequencers, 

will enable the team to find rare HLA 

variants in their T1D study par-

ticipants, sequence RNA from stool 

samples to study their microbiomes, 

and sequence RNA from blood to 

examine gene expression patterns as-

sociated with T1D and inflammation.

The UzhNU facility is also launch-

ing a new study that will probe the 

microbiomes of about a dozen scien-

tists who winter at Ukraine’s Verna-

dsky Research Base on the western 

Antarctic Peninsula. Because they 

eat the same food and don’t meet 

other people for months, “Our 

hypothesis is that their microbiomes 

gradually become more similar” dur-

ing the yearlong deployment, says 

Mariia Pavlovska, a marine micro-

biologist with the National Ant-

arctic Scientific Center of Ukraine. 

Another Oleksyk recruit—UzhNU’s 

Walter Wolfsberger—has formed a 

bioinformatics group to help make 

sense of the expected data windfall.

“In genomics, you can’t do any-

thing alone, right?” Taras Oleksyk 

says. “My goal in whatever time I 

have left is to bring as much exper-

tise to Uzhhorod as I can—and turn 

it into the Cambridge of Ukraine.” �

G
eorg Jander was delighted in May 

when a grant he’d submitted last year 

to the U.S. Department of Agriculture 

(USDA) to study how maize responds 

to attacking insects received favorable reviews. 

But now, 4 months later, he still doesn’t know 

whether it will be funded. The same cloud 

of uncertainty hangs over the heads of many 

agricultural scientists, as USDA continues to 

postpone grant decisions and fails to announce 

many new funding opportunities. Jander, a 

Boyce Thompson Institute plant biologist, says 

he and “a lot of other people are just frustrated 

because we don’t know what to do next.”

USDA typically awards more than $1.7 billion 

in funding each year for a wide range of research 

on food, nutrition, and agriculture. But by the 

end of this fiscal year it will have awarded just 

over $1 billion, according to its public database. 

Some approved grants have yet to receive a 

single dollar for work that was expected to begin 

earlier this year. “We’ve missed an entire field 

season,” one agricultural researcher says. 

It’s not unusual for new administrations to 

review funding programs. But after President 

Donald Trump took office in January, his ad-

ministration went further. It ordered USDA to 

freeze funding of all awarded grants, a stoppage 

that lasted for much of the first half of the year. 

The aim was to identify grants that included 

work related to diversity, equity, and inclusion, 

which were canceled wholesale. The agency 

also canceled grants to universities for research 

related to climate-smart agriculture. And it 

stopped awarding new grants. 

Other funding agencies took similar steps. 

But USDA remains behind even as other 

agencies, such as the National Institutes of 

Health, have ramped up grant funding in recent 

months. “It’s been very, very delayed,” says Julie 

McClure of the Torrey Advisory Group, which 

lobbies on behalf of the American Society of 

Agronomy, Crop Science Society of America, 

and Soil Science Society of America. (USDA did 

not respond to a request for comment.)

Competitive grants, which fund research at 

universities and other organizations, have fared 

the worst. As of 16 September, with 2 weeks 

TRUMP ADMINISTRATION

Funding delays 
frustrate 
agricultural 
researchers 
Grants awarded by the U.S. 
Department of Agriculture have 
dropped sharply ERIK STOKSTAD
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left before the end of this fiscal year, 

USDA’s center for extramural re-

search funding, the National Institute 

of Food and Agriculture (NIFA), had 

awarded just 558 competitive grants, 

according to its public database. 

That’s 68% fewer than during the 

prior fiscal year—and $741 million 

less in competitively awarded re-

search funds. In contrast, the 

$800 million of so-called capacity 

funds, which are largely distributed 

by formulas to certain universities, 

has all been committed.

One reason for the shortfall in 

competitive funding is that NIFA 

simply did not invite new grant 

applications for much of the year. 

The first funding opportunities were 

only posted in July—and with tight 

deadlines of just a few weeks. The 

long-standing Foundational and Ap-

plied Science Program, which awards 

$300 million per year, was posted 

on 1 August with deadlines as soon 

as 2 October. “A ridiculously short 

turnaround time,” says Crispin Taylor, 

executive director of the American 

Society of Plant Biology. The agency 

also appears to have a backlog of 

applications submitted last year 

that remain in limbo. The number 

could be in the thousands, a former 

USDA staff member says. 

Morgan Carter, who studies plant 

pathogens at the University of North 

Carolina at Charlotte, had hoped a 

graduate student in her lab could 

win a USDA fellowship to study new 

biocontrol approaches for fungi. But 

the agency has not posted a request 

for applications. “We don’t know the 

status of this program.”

Even for scientists who were 

awarded grants, the path hasn’t been 

smooth. According to USASpending.

gov, a federal database, USDA turned 

the spigot back on for many sus-

pended grants in August. But the 

delays complicated research plans. 

Many labs have delayed hiring post-

docs or project managers or have had 

to scramble to find other support. 

What’s causing the delays is 

unclear. Some observers suspect the 

White House Office of Management 

and Budget or the Department of 

Government Efficiency, formerly run 

by Elon Musk, have taken charge 

of funding and are responsible for 

the holdup. “The real question is 

who’s making the decisions?” says 

Elizabeth Stulberg, a lobbyist with 

Lewis-Burke Associates. 

Stulberg adds that because the 

Senate has only confirmed some of 

the Trump administration’s nomi-

nees for USDA posts (four of 12), 

the agency also may not have the 

bandwidth to make swift funding 

decisions. Staffing has also dropped 

at NIFA. By March, 11% of its 

488 employees had taken the Trump 

administration’s offer of deferred 

retirement and another 8% had left 

for other reasons. 

Senate confirmation of entomo-

logist Scott Hutchins as USDA’s 

undersecretary for research, educa-

tion, and economics, which could 

happen as early as this month, could 

help break the logjam, McClure 

says. Observers say Hutchins knows 

agricultural research and USDA. New 

money Congress has put into agricul-

tural research could also help. The 

One Big Beautiful Bill Act includes 

$1.25 billion over 9 years for agricul-

tural research facilities, beginning 

with the next fiscal year.

But until the delays subside, many 

researchers remain on tenterhooks. 

For now, says one pretenure faculty 

member who has waited more than a 

year to learn whether a grant submit-

ted to USDA will be funded, “We are 

all juggling.” � P
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Realistic minikidneys  take shape in the lab
Using mouse kidney stem cells, scientists have produced the most realistic lab-
grown replicas of the vital organ so far. For more than a decade, researchers have 
been rearing so-called kidney organoids in lab dishes to study kidney function 
and development—and in hopes of someday making new kidneys for patients 
who need transplants. This week in Cell Stem Cell, a team reports fine-tuning the 
medium in which mouse kidney stem cells grow, allowing the organoids to develop 
for a longer period of time. The resulting collections of cells showed a complex 
internal structure that more closely resembled the structure of a real kidney 
than in previous attempts. Implanted into mice, the structures connected to the 
circulatory system, producing a dilute urine from filtered blood. The scientists then 
grew similar organoids from human stem cells (below, revealed by fluorescent 
staining). The 1-millimeter-long organoids are still far from replacement organs 
that could be transplanted into a patient. —Mitch Leslie
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Jennifer Mankae (right) with her son Kananelo, who survived a severe group B streptococcus infection after his birth in 2023.

A SHOT AT SURVIVAL
Fifty years ago, Carol Baker proposed vaccinating pregnant 

women to save babies from a deadly microbe. Now, the idea is nearing fruition

 W
hen Carol Baker proposed in 

the early 1970s that a little-

known pathogen was killing 

newborns at an alarming rate, 

she was roundly dismissed. After all, she was 

just a pediatric resident at Baylor College of 

Medicine, fresh out of medical school, where 

she was one of two women in a class of 84. 

Besides, the bacterium she fingered, group B 

streptococcus (GBS), was not known to be a 

human pathogen—it caused udder infections 

in cows. How could it be killing babies? “The 

microbiologists who knew more said I was 

mad,” she recalls.

Even more preposterous, her colleagues 

said, was her 1976 proposal that vaccinating 

women late in pregnancy against GBS might 

save newborns from the deadly disease. The 

thalidomide tragedy of the early 1960s was 

still fresh in people’s minds. What if a vaccine 

harmed the mother or the baby?

But Baker, now 84 years old and retired in 

Texas, is nothing if not persistent. “No one 

would listen to me,” she says. “It inspired me.”

Today, there is no question that GBS is a 

leading cause of disease and death in infants 

up to 3 months old. Worldwide, it sickens 

about 400,000 babies a year and kills at least 

91,000, mostly from sepsis, an infection of 

the bloodstream, and meningitis, an infec-

tion of the membranes that protect the brain. 

Those who survive sometimes suffer lifelong 

neurodevelopmental impairments. GBS also 

causes tens of thousands of stillbirths and is 

implicated in many preterm births.

Baker’s ideas about vaccinating pregnant 

women may soon be vindicated as well. On 

25 August, a woman in the United States in 

her third trimester was the first to receive 

a shot of Pfizer’s candidate GBS vaccine as 

part of a long-awaited phase 3 trial. A small 

Danish company called MinervaX is close 

behind. The World Health Organization 

(WHO) has called these maternal vaccines 

an “urgent need.”

“A vaccine could have a major, major public 

LESLIE ROBERTS, in Johannesburg

This story was supported by the Pulitzer Center.P
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health impact”—especially in sub-

Saharan Africa, which accounts for 

more than half of all fetal and infant 

deaths from GBS, says Shabir Madhi, 

a vaccinologist at the University of the 

Witwatersrand (Wits) here. Madhi has 

conducted pivotal phase 1 and 2 trials 

for both GBS vaccine candidates.

There are many reasons why it 

has taken half a century to get to this 

point, in addition to sexism and fears 

about vaccinating pregnant women. 

Vaccine companies initially didn’t 

see a lucrative market, and they have 

long tussled with regulators about 

how best to show the vaccine works. 

But perhaps the biggest challenge has 

been that GBS, and its burden, have 

long remained invisible. Newborns 

are rarely tested for the bacterium, 

and stillbirths are often attributed to 

congenital defects. “People construe 

an absence of data as an absence of 

disease,” says Madhi, who believes 

the true toll of GBS is still vastly 

underestimated.

Colleagues hope a maternal GBS 

vaccine will become available in 

Baker’s lifetime. Baker, who has been 

showered with awards and honors, 

takes an “I’ll believe it when I see it” 

attitude, because lots of things could 

still go wrong. The saddest part of 

this journey, she says, is how long it 

has taken and how many babies could 

have been saved.

BAKER WAS 6 YEARS OLD when she 

declared she wanted to be a doctor, 

after briefly flirting with becoming a 

firefighter. “You can’t be a doctor,” her 

teachers said. “But you can be a nurse.”

She entered Baylor at age 22. 

In an early rotation at a Houston 

hospital nursery, she saw “beautiful, 

term babies who within a day or two 

struggled for breath, turned blue, 

and died of sepsis or pneumonia,” 

she says. Dogma at the time said the 

common bacterium Escherichia coli

was responsible, but when Baker 

cultured and stained the microbes, 

a dark blue color revealed they were 

Gram-positive, ruling out E. coli. 

But “I wasn’t allowed to investigate,” 

she says. So she worked nights and 

weekends, culturing samples from 

infants and storing the plates in her 

apartment closet.

The bacterium looked like 

Streptococcus, Baker recalls, but 

not the familiar group A type that 

causes strep throat. She suspected 

group B, a bovine pathogen that had 

been implicated in disease in a few 

women in the 1930s. In 1971 she sent 

13 cultures to Streptococcus expert 

Rebecca Lancefield, an emeritus 

professor at Rockefeller University. 

Twelve turned out to be type III 

GBS, now known to be the most 

virulent of the 10 GBS serotypes. 

Thrilled, Lancefield invited Baker 

to Rockefeller for a 6-week visit in 

1972. It changed Baker’s career. “She 

was my only mentor,” she says. Once 

back in Houston, with a letter from 

Lancefield, Baker was finally allowed 

to study GBS: “I was no longer of-

ficially blown off.”

Soon, GBS was recognized as the 

single most frequent cause of sepsis 

and meningitis in U.S. neonates and 

young infants. It turned out to be 

a remarkably versatile pathogen, 

able to attach to the vaginal tract, 

enter epithelial cells, and invade the 

placenta and the brain. It can also 

slip into an infant’s bloodstream 

after it’s inhaled or swallowed dur-

ing delivery.

Globally, about 15% of women carry 

GBS in their genital tract and rectum, 

without experiencing symptoms. Ba-

bies typically encounter the bacterium 

during delivery, but a fetus can also 

become infected in the womb. Baker 

and two other groups identified two 

forms of GBS disease in babies: early 

onset, which occurs in the first 6 days 

of life and usually manifests as sepsis; 

and late onset, which strikes between 

days 7 and 90 after birth and typically 

results in meningitis, which can lead 

to severe neurodevelopmental dam-

age. GBS can also cause disease in 

pregnant women.

Yet only 1% to 2% of children 

born to women who carry GBS be-

come sick. Baker, working as a post-

doc with Dennis Kasper of Boston 

City Hospital and Harvard Univer-

sity, learned why: Women who had 

relatively high levels of naturally 

acquired antibodies against the mi-

crobe gave birth to healthy babies. 

When maternal levels were low, 

newborns were at risk of disease, 

their immature immune systems un-

able to muster protective antibodies 

for the first few months of life.

The finding suggested a vaccine 

given late in pregnancy might elicit 

high levels of maternal antibodies 

that would protect the baby, Baker 

and Kasper argued in a now-classic 

1976 paper in The New England 

Journal of Medicine. Baker’s early 

work “was the basis of all maternal 

vaccination,” says Kirsty Le 

Doare, a vaccinologist at St. George’s, 

University of London and a techni-

cal adviser to WHO on maternal 

immunization.

IT TOOK 2 DECADES for Baker and 

Kasper to devise a workable vaccine. 

They initially hoped to base it on the 

capsule encasing the bacterium, com-

posed of repeating sugars, or polysac-

charides. The capsule contains a sialic 

acid, they discovered, a sugar that is 

recognized by the human immune 

system and stimulates the production 

of antibodies. Still, candidate vaccines 

No one would 
listen to me.

It inspired me.”
Carol Baker, sh own at Baylor  

College of Medicine in 1989
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based on the capsule didn’t consis-

tently elicit high enough antibody 

levels in healthy adults.

But they were inspired by the 

success of a vaccine against another 

pathogen, Haemophilus influenzae 

type b, which linked its poly-

saccharide capsule to a protein car-

rier, resulting in a big immunologic 

boost. In 1996, Baker, Kasper, and 

colleagues made a similar “conjugate” 

vaccine for GBS, coupling the poly-

saccharide to an inactivated version 

of the tetanus toxin. It generated an 

immune response that appeared pow-

erful enough to protect newborns.

But Big Pharma wasn’t interested. 

The market for a one-dose vaccine 

given only to pregnant women was 

too small, companies said. And they 

were worried about liability issues 

if the vaccine caused complications. 

“Science did not hold back a vaccine. 

… We had all the scientific data we 

needed,” Baker says.

Even without a vaccine, the toll of 

early onset disease began to fall in 

the 1990s in the U.S., where an in-

creasing number of pregnant women 

were screened for GBS during the 

third trimester using vaginal and rec-

tal swabs. Women who were positive 

received intravenous antibiotics dur-

ing labor to prevent transmission to 

the baby (see graphic, right). In 2002, 

the Centers for Disease Control and 

Prevention (CDC) called for screening 

all pregnant women this way.

“The uptake was gratifyingly 

rapid,” says epidemiologist Stephanie 

Schrag, who led CDC’s GBS program 

for 20 years before retiring in April. 

Cases of early onset GBS in the U.S. 

have fallen by more than 80% since 

the early ’90s. “I’m proud of that,” 

says Baker, who was closely involved. 

Many wealthy countries have adopted 

the approach. 

But it wasn’t enough. Protection 

from antibiotics is short-lived, so the 

incidence of late onset disease didn’t 

budge. Nor does the screen-and-treat 

approach prevent stillbirths and pre-

term births. Perhaps most important, 

low- and middle-income countries 

can’t afford to test all pregnant 

women, and many don’t have access 

to neonatal intensive care to keep 

sick babies alive. All of that means 

a maternal vaccine—at an affordable 

price—is urgently needed, Madhi says.

MADHI HAD ALREADY SEEN the 

power of maternal vaccination 

against another disease, neonatal 

tetanus. While training as a pedia-

trician in the 1980s, he saw many 

babies dying from the infection, 

typically acquired from unsanitary 

delivery instruments. “It was heart-

breaking,” says Madhi, who directs 

the Wits Vaccines & Infectious 

Diseases Analytics Research Unit 

(Wits VIDA). A global campaign to 

give pregnant women two doses of a 

tetanus vaccine in the third trimester 

caused neonatal tetanus deaths to 

plummet from about 750,000 in the 

1980s to fewer than 50,000 today.

A decade later, Madhi found GBS 

was stalking South Africa’s maternity 

wards, too. In the first GBS epidemio-

logy study in South Africa, he and 

colleagues showed it caused three 

cases of disease per 1000 live births. 

But journal reviewers were skeptical. 

“Most scientists are from high-

income countries,” he says, and 

thanks to screening, “they weren’t 

seeing the same incidence.” The pa-

per finally appeared in 2003.

As Madhi’s team and other re-

searchers have shown, rates of GBS 
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New guidelines recommend 
antibiotics based on risk 
factors, or if vaginal or rectal 
swabs taken late during 
pregnancy test positive for GBS.

August 2002
The Centers for Disease 
Control and Prevention 
recommends testing all 
pregnant women and giving 
antibiotics during labor
when they test positive.

November 1992
Medical societies 
recommend giving 
women with risk 
factors antibiotics 
during labor.

Early onset Late onset GBS infection type:

0

0.5

1.0

1.5

2.0

An uneven burden
Group B streptococcus (GBS) sickens about 400,000 babies a year and kills at least 91,000, more than 

half of them in Africa. South Central and South Asia are hard hit as well. Africa also has the highest burden 

of stillbirths, premature births, and neurological impairment caused by GBS.

Partial victory
U.S. cases of early onset GBS disease plummeted after the introduction of antibiotic treatment during labor. In 1992, 

this was recommended for women with risk factors such as preterm labor or membrane rupture. New guidelines in 

1996 recommended using this risk-based approach or testing for GBS late in pregnancy and treating women who test 

positive. In 2002, the latter strategy became standard. Cases of late onset GBS disease have not budged because 

antibiotics only give short-term protection.
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carriage in women and disease in 

newborns vary widely from country 

to country, with the highest numbers 

in sub-Saharan Africa and Central 

and South Asia. They also vary by 

region and population group. In the 

U.S. and other high-income countries, 

Black women have a higher carriage 

rate than white women, and their 

babies have a higher incidence of the 

disease. What accounts for the vari-

ability remains unclear. Meanwhile, 

the full extent of the damage done by 

GBS disease is still coming into focus.

ON A MORNING IN LATE MAY in the 

morgue at the Chris Hani Baragwa-

nath Hospital in Soweto, two 

members of the Wits VIDA team 

gown up and lay out their instru-

ments. Then they gently unwrap a 

baby with a full head of hair who 

was delivered stillborn the day 

before. To find out what killed their 

baby, the parents have consented to 

a type of autopsy known as mini-

mally invasive tissue sampling.

Palesa Makekeng, a clinical as-

sociate, and Keitumetse Sethabela, 

a research assistant, first measure 

the body and sterilize it, so as not to 

introduce any pathogens. Then, with 

great precision, they insert needles 

to extract cerebrospinal fluid and 

blood. Next, they take multiple tissue 

samples from the liver, the lungs, and 

the brain. Then they carefully wrap 

the body and return it to the mortu-

ary refrigerator. The samples will 

be tested for about 120 pathogens, 

including GBS, after which an expert 

panel will determine the cause of 

death. Just because GBS was present, 

for instance, does not mean it was 

the causative agent, Makekeng says.

The work is part of the Child 

Health and Mortality Prevention 

Surveillance (CHAMPS) study, funded 

by the Gates Foundation, which aims 

to determine the causes of stillbirths 

and deaths among infants and chil-

dren under age 5 in nine low- and 

middle-income countries. It is one of 

several studies shedding more light 

on GBS’s toll. Earlier studies looked 

only at wealthy countries, and most 

mortality estimates ignored still-

births. “But why should a baby who 

dies a few days before birth count 

less than a baby that dies a few days 

after birth?” asks Joy Lawn, a pe-

diatrician and epidemiologist at the 

London School of Hygiene & Tropical 

Medicine (LSHTM).

Lawn and her LSHTM colleague 

Anna Seale led a study involving 

some 100 researchers worldwide that 

provided the first global estimates of 

GBS’s burden. Published in 2017 in a 

series of papers in Clinical Infectious 

Diseases, the research showed the 

toll was shockingly high, especially in 

Africa and South Asia. An update of 

their analysis, published in The Lan-

cet Global Health in 2022, estimated 

that in addition to 91,000 infant 

deaths, GBS causes some 46,000 

stillbirths a year.

CHAMPS has sharpened that 

picture. In a study published in 2023, 

researchers found that overall, 2.3% of 

stillbirths in the nine study countries 

were caused by GBS, although the 

proportion varied from 1.6% in Ban-

gladesh to 8% in South Africa. When 

they factored in live births as well, 

the CHAMPS collaborators found that 

GBS caused one in every 37 deaths of 

infants less than 90 days old.

The 2022 analysis also suggested 

GBS is involved in half a million of 

the roughly 15 million preterm births 

worldwide—although the authors 

acknowledged their estimate came 

“with wide uncertainty,” because 

GBS’s exact role in preterm births 

has been especially hard to untangle. 

Complications from prematurity are 

the biggest cause of death for chil-

dren under age 5, and preterm births 

can lead to developmental disorders, 

hearing and vision impairment, 

underdeveloped lungs, and a higher 

risk of chronic diseases.

Studies examining GBS’s effects 

on neurodevelopment are ongoing. 

Kananelo, an impish 1.5-year-old 

boy, is part of one such study at Wits 

VIDA. His 20-year-old mother, 

Jennifer Mankae, says she was terri-

fied when Kananelo was born prema-

turely in 2023, struggling for breath. 

He was treated in intensive care for 

more than 3 weeks. Tests showed he 

was infected with GBS, which she 

had never heard of. “I was afraid he 

was going to die,” Mankae says. P
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Vaccinologist Shabir 

Madhi (left) of 

the University of 

the Witwatersrand 

has long studied 

the toll of group B 

streptococcus and 

conducted phase 1 

and 2 vaccine trials.
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Now, Kananelo is playfully drop-

ping his toys on the hospital floor 

for his mother to pick up. “He is 

naughty,” Mankae says—a trouble-

maker who causes chaos in the 

house he shares with his mother and 

her sister. Mankae is no longer wor-

ried about her son’s health.

But a recent multicountry study 

found that children who recov-

ered from GBS disease have a 70% 

increased risk of some form of 

neurodevelopmental impairment. 

Worldwide, an estimated 40,000 

survivors develop moderate or 

severe forms of impairment each 

year, according to the 2022 analysis, 

including cerebral palsy and deficits 

in vision, motor skills, speech, 

and cognitive function. What was 

“surprising and unexpected,” says 

co-author Ziyaad Dangor, clinical 

research director at Wits VIDA, is 

that these lasting effects, previously 

thought to be caused exclusively by 

GBS meningitis, also occur in survi-

vors of GBS sepsis, which is far more 

common. That means the extent of 

neurodevelopmental problems has 

likely been underestimated.

A FAIRLY PRICED MATERNAL vaccine 

could avert much of this toll, WHO 

has concluded. Gavi, the Vaccine 

Alliance, which makes vaccines 

available to low-income countries, 

has expressed interest. And anxiet-

ies about maternal vaccination have 

faded. Pregnant women are now 

routinely vaccinated not just against 

tetanus (sometimes in combination 

with pertussis and diphtheria), but 

also against influenza and, in some 

places, COVID-19. In May, WHO 

recommended maternal vaccination 

against respiratory syncytial virus, 

which can kill newborns. Still, a GBS 

vaccine would break new ground. 

Most of the vaccines now given in 

pregnancy were already widely used 

and had established safety records. 

None was developed specifically to 

protect the infant.

The Pfizer shot that just entered a 

phase 3 study is a polysaccharide

conjugate vaccine, similar to the one 

codeveloped by Baker, designed to 

protect against the six GBS serotypes 

that cause 98% of cases. The Gates 

Foundation is supporting the work 

in exchange for Pfizer’s commitment 

to make an affordable version avail-

able to poor countries, Keith Klug-

man of the Gates Foundation says.

MinervaX, which is developing the 

other leading contender, decided to 

bet on a vaccine based on the surface 

proteins sticking out through the 

bacterial capsule. CEO Per Fischer 

says it should be effective against all 

GBS serotypes, and that the company 

will offer its vaccine at a price accept-

able to Gavi.

Both vaccines have proved safe 

and able to elicit a strong immune 

response in phase 1 and 2 trials in 

healthy adults and pregnant women. 

But because the incidence of GBS is 

low, a conventional phase 3 efficacy 

trial to demonstrate that the vaccine 

reduces death and disease would 

need to enroll about 100,000 preg-

nant women, take a decade, and cost 

about $1 billion, Klugman estimates. 

That would be “untenable,” says 

vaccinologist Annaliesa Anderson, 

who is leading Pfizer’s effort.

Instead, the companies and GBS 

researchers have been pushing for 

a newer approach to licensure that 

would use “serological endpoints”—

essentially showing the vaccine 

elicits high enough levels of anti-

GBS antibodies to protect infants 

throughout the first 3 months of life. 

Such trials require far fewer partici-

pants. But regulators at the U.S. Food 

and Drug Administration and the 

European Medicines Agency have 

spent years forging agreement on the 

exact serological endpoints. “This is a 

vaccine given during pregnancy using 

a serological marker” for licensure, 

Lawn says. “If you’re looking for a 

combination of things that regulators 

will feel nervous about, this is it.” 

“People want everything to be 100% 

risk free,” Baker says. “They may as 

well go in a closet.”

Last month, regulators finally gave 

Pfizer the go-ahead for its trial, which 

will enroll about 6000 healthy, preg-

nant women between 24 and 

36 weeks of gestation and their 

infants, first in the U.S. and then in 

South Africa and other countries. The 

expected completion date is 2029. 

MinervaX expects to start trials in 

2026, Fischer says.

IF A VACCINE is ultimately licensed, 

Madhi expects many wealthy coun-

tries to quickly adopt it. But it will 

face growing vaccine hesitancy, espe-

cially in the U.S. In low- and middle-

income countries, where the need is 

greatest, lack of awareness about GBS 

may be the key problem. “The case for 

vaccines for pneumonia and diarrhea 

was clear. The symptoms are vis-

ible,” says Wits VIDA epidemiologist 

Michelle Groome, technical lead for a 

consortium of African and Southeast 

Asian countries laying the ground-

work for new maternal vaccines. “But 

GBS is invisible. Babies are stillborn 

or they die shortly after birth.”

Madhi thinks South Africa may be 

an exception, as studies there have 

left little doubt about the need: “We 

have the epidemiology.” In other 

countries, where data are lacking, 

widespread adoption may depend on 

the large postlicensure, or phase 4, 

studies that regulators will require 

the vaccinemakers to conduct. Those 

studies will show how much the vac-

cine truly reduces death and disease, 

Madhi says.

Obstetricians, midwives, and com-

munity health workers will also have 

to be receptive to a maternal GBS 

vaccine, and antenatal visits will be 

critical. Many women in sub-Saharan 

Africa have only four visits—WHO 

recommends eight—and go too late 

in pregnancy for a vaccine to prevent 

stillbirths and preterm births. Fami-

lies will have to agree as well. “Moms 

want to protect their babies,” Groome 

says. “In low-income countries, it’s 

more about community acceptance, 

what the husband and the mother-in-

law think.”

GIVEN THE REMAINING challenges, 

“we have miles to go,” Schrag says. 

But, Le Doare adds, “We have to get 

a vaccine over the line in Carol’s 

lifetime.” Baker is delighted that a 

younger generation of scientists—

many of them women she inspired—

have taken on her cause. “I had to 

crash through a lot of barriers,” she 

says. She still attends meetings, gives 

talks, and writes papers and editori-

als. “This is what retirement looks 

like for Carol,” Le Doare says.

On some days, Baker fears her 

dream will never reach fruition. 

On others, she is more optimistic. 

“There has been incredible progress. 

But it has taken so long.” �

Leslie Roberts is a science journalist in 

Washington, D.C.

Editor’s note: Science understands some 

people who become pregnant and give birth 

do not identify as women. This story uses 

maternal, mother, and women throughout 

because those are the terms scientists have 

used when describing GBS and aff ected 

people, and in vaccine studies—including 

Pfi zer’s recently launched phase 3 trial.
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Fall Books 2025
Does humanizing researchers help to combat distrust in science? What factors fuel 

innovation, and can nations avoid technological stagnation? How should we prepare 

for smarter-than-human artificial intelligence? From sensible, science-backed advice 

about nutrition and immune health to thought-provoking lessons from mycology and 

geology to fictional forays into the near future and the ancient past, the titles on this 

year’s fall reading list investigate questions of survival, community, and connection as 

pathways to human flourishing. Read on to learn what our reviewers thought of these 

nine new books publishing this fall. —Valerie Thompson

BOOKS ET AL. 
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How Progress Ends 
Reviewed by Margaret Linak1

Throughout history, competition—between ideas, individuals, compa-

nies, and nations—has fueled innovation and technological advance-

ment. Yet progress is not inevitable, nor is it guaranteed. It ebbs and 

flows, shaped by the choices that governments and societies make 

and the systems they build.

In How Progress Ends: Technology, Innovation, and the Fate of 

Nations, economist and historian Carl Benedikt Frey unpacks the 

complex forces that drive, sustain, or stall innovation. Drawing from 

a rich historical record, he explores key technological breakthroughs 

and the enabling environments behind them, deftly contrasting flour-

ishing periods of innovation with stretches of stagnation in order 

to extract vital lessons from the past that resonate powerfully today. 

Rather than advocating a single path for progress, he establishes com-

mon themes, choices, and their consequences in various regions, from 

dynastic China to the Prussian Empire, Tsarist Russia, Meiji Japan, 

and the USSR, applying lessons learned from each time and place to 

today’s global landscape. 

Frey begins by illustrating how centralized state power in ancient 

China catalyzed innovation before eventually stifling it. He then 

moves through Europe’s scientific awakening, the transformative 

decades of industrialization, and the contrasting paths taken by na-

tions in the 20th century as they navigated the Second Industrial 

Revolution and the rise of computing. He closes with an exploration 

of artificial intelligence and the pivotal decisions facing governments 

today—decisions that will shape whether this new era accelerates 

global progress or leads to its decline.

What makes How Progress Ends especially compelling is Frey’s 

central thesis: The real threat to innovation is not rivalry but rather 
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inertia. He shows how the very technologies that initially empower 

states and institutions can later entrench power, discourage com-

petition, and ultimately sow the seeds of stagnation. In this, Frey 

echoes T. S. Eliot’s haunting lines from “The Hollow Men”: “This is 

the way the world ends / Not with a bang but a whimper.”

A thoughtful, deeply informed study, How Progress Ends is both a 

historical journey and a warning. It challenges readers to recognize 

that progress is not self-sustaining and that the choices we make now 

will determine whether innovation continues or quietly fades away.

How Progress Ends: Technology, Innovation, and the Fate of Nations, 
Carl Benedikt Frey, Princeton University Press, 2025, 552 pp.

The Shape of Wonder 
Reviewed by Adam Shapiro2

Most people do not really know what scientists do, argue Alan 

Lightman and Martin Rees in their new book, The Shape of Wonder. 

The authors posit that showing that scientists are emotional, curi-

ous, awe-inspired human beings just like everyone else will coun-

teract common populist tropes that reject scientific knowledge and 

foment distrust in science.
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The book features biographical vignettes aimed at showing scien-

tists’ humanity, ranging from the historical to the present day. For 

example, an account of the contemporary Polish American CERN 

physicist Dorota Grabowska hints at the challenges of making a 

career in the crowded, competitive profession of theoretical physics 

and the complexity of doing so in a field where women and LGBTQ+ 

individuals remain severely underrepresented. In this and other 

modern examples, there are tantalizing glimpses of the humanity of 

the people who make science happen. 

But if the authors’ goal is to humanize scientists, one might ques-

tion their choice to devote so much of the book to Nobel laureates 

and other famous scientific “heroes” who seem less relatable than 

more quotidian scientists who make a living without receiving 

global acclaim. Little new insight is gleaned from these well-studied 

historical examples, and the authors eschew detailed secondary 

scholarship that has revealed complexity and nuance to our under-

standing of these famous figures’ lives.

Surprisingly, Werner Heisenberg is used to illustrate the moral 

complexities of being a scientist. Yet the authors’ reflection on his 

life as the lead scientist for the Nazi atomic bomb project puzzlingly 

leads them to conclude that science is itself inherently “apolitical” 

and that “neither science nor technology have moral or ethical val-

ues.” Furthermore, the authors assert that a rigid compartmentaliza-

tion between science/technology and ethics/politics accurately de-

scribes the scientific enterprise, yet in the space of mere paragraphs, 

the book shifts to a robust defense of science as a practice that has 

hastened progress and human flourishing. If this does not represent 

a form of politics, what does?

In recent years, a growing number of scientists have spoken out 

against the trope of science’s supposed apolitical nature, pointing 

out that their own career paths, the opportunities and obstacles they 

have faced, and the way that they understand and interpret their 

work cannot be separated from the science that they do. Indeed, it 

seems that acknowledging the personal and the political aspects of 

the scientific enterprise has helped scientists better connect with 

wider audiences and foster trust in their work. In this context, 

The Shape of Wonder reads less like a humanization of science and 

more like an uneasy retrenchment that clings to apolitical platitudes 

in the face of its own counterexamples.

The Shape of Wonder: How Scientists Think, Work, and Live, Alan Lightman and 
Martin Rees, Pantheon, 2025, 224 pp.

All That We See or Seem
Reviewed by Meryleen Mena3

Ken Liu’s All That We See or Seem is a timely science fiction thriller 

that introduces readers to Julia Z, a brilliant and reclusive hacktivist 

who reluctantly agrees to help a desperate lawyer named Piers track 

down his missing wife, Elli, a New Age guru with a large following. 

Elli’s work as a “dream artist”—a performer who weaves together 

audiences’ memories into a shared virtual tapestry—has earned her 

many fans but has also attracted the attention of an international 

criminal and his minions, who the pair believe are responsible for 

Elli’s disappearance. Along for the ride and, at times, providing 

comic relief are Julia’s personal AI-assistant Talos, her shape-

shifting drone Puck, and other futuristic gadgets. 

Loss and reconnection are prominent themes in this work, which 

are compellingly explored as Julia attempts to make sense of the 

digital traces Elli left behind. It is in seemingly mundane scenarios—

when Piers prepares food and coffee for Julia while she works, for 

example—that Liu demonstrates how we can show up for each other 

through simple acts of care. The absurd and treacherous situations 

the pair find themselves in do not drive them apart but rather allow 

Julia, in particular, to find safety in community. Although Julia’s iden-

tity as a Chinese American is not central to the plot of this book—the 

first in a planned series—Liu takes the time to contextualize how 

xenophobia and anti-Asian bias and discrimination have affected her 

and her “restless and fearless” mother, a Chinese immigrant. 

This is the sort of book a reader can get lost in—not to escape 

the world but rather to meditate on questions of deep moral signifi-

cance. As new technologies emerge, Liu invites readers to consider 

how we might tap into our collective subconscious, meeting our-

selves in the places that scare us in order to transform how we show 

up in the world and relate to each other. Despite her reluctance to 

interact with others, Julia helps Piers and Elli and other vulnerable 

people she encounters, making the case that we should fight hard 

for a human-centered society. Meanwhile, the sadistic, narcissistic 

despot Liu imagines and the fictional world he envisions, in which 

atrocities are being televised, live streamed, and posted on social 

media, may feel uncomfortably familiar. In short, this is a work of 

speculative fiction with a healthy dose of realism warning us that we 

must work together to disable possible dystopian futures.

All That We See or Seem, Ken Liu, S&S/Saga Press, 2025, 416 pp.

What to Eat Now
Reviewed by Carolyn Wong Simpkins4

Even with my training as an internal medicine physician and a 

strong health and science background, I find the messaging and 

ever-shifting vocabulary surrounding food choices challenging to 

interpret. In her new book, What to Eat Now, Marion Nestle offers 

expert advice on this topic, presented in such an engaging, lively P
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Awe evoked by the natural world inspires many researchers, a fact the authors 

of The Shape of Wonder believe can help humanize scientists and restore trust.
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voice that readers will quickly get past any initial trepidation that 

might have arisen as a result of the book’s considerable heft. Nestle 

has a clear point of view and the expertise to back it up, and she 

presents the relevant science and public policy history with objectiv-

ity, leaving readers to determine which choices fit their values and 

preferences without judgment.

The book begins with a section called “The Basics,” which lays 

the groundwork and establishes some core vocabulary and concepts 

useful to subsequent deeper dives. As someone with serious food 

allergies who has been reading food labels carefully most of my life, 

this section helped me understand why some categories of foods do 

not display nutrition facts and the political nuances behind seem-

ingly synonymous terms such as “organic” and “natural,” and it 

provided an objective review of the various types of certifications 

offered by different organizations. 

The core of the book is helpfully organized by food category, 

explicitly mirroring how foods are organized in the grocery store 

(“Beverages,” “Produce,” “Dairy,” etc.). In each section, readers will 

find clear explanations of what all types of food labels mean, how 

trustworthy they are and why, and what to do about them. Nestle 

also incorporates the environmental impact of the choices pre-

sented, leaving to readers the decision of how heavily to weight 

this factor. 

 I found most helpful the sections where Nestle summarized 

her own approach to selecting among the available options. In the 

“Meat” section, for example, she lists her personal hierarchy of pri-

orities, with “Certified Organic,” “Animal Welfare Approved,” and 

“Natural” topping the list, offering a brief recap on why she chooses 

this ranking system. Meanwhile, in the “Produce” section, I found 

her bullet points on product safety clear, reliable, and particularly 

timely, given recent cuts to so many US regulatory agencies.

Expect a generous dose of food policy discussion sprinkled 

throughout the book, which is presented in the context of how seri-

ously it affects the information and messaging made available to 

consumers. Ultimately, readers will leave better equipped not only to 

interpret the food messaging of today but to look out for the forces 

that will shape it over time.

What to Eat Now: The Indispensable Guide to Good Food, How to Find It, 
and Why It Matters, Marion Nestle, North Point Press, 2025, 720 pp.

Self-Defense
Reviewed by Amit Chandra5

In Self-Defense, immunologist Daniel Davis frames the human im-

mune system as a linchpin of our health, serving as both the cure 

and cause—in disorders of autoimmunity—of many diseases. The 

book treads familiar questions with exceptional sharpness. Do vita-

mins work? What is the role of the microbiome? What is the impact 

of weight, exercise, stress, and sleep on human health? How does 

our immune system change as we age? Each of the book’s chapters 

is prefaced with a widely held health myth or preconception. Davis 

then explores the relevant immunological pathways, diving into the 

research, confounding variables, and methodological biases that 

underlie it. 

Take, for example, the chapter on stress. It begins with both the 

commonsense and scientific basis for the belief that stress weakens 

your immune system, making various infections more likely and P
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Food scholar Marion Nestle combines solid science with a deeply informed understanding of public policy to offer readers dietary advice in What to Eat Now.
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more severe. Beyond simple advice such as “avoid stress,” Davis 

explores other factors that might help lower circulating levels of 

the cortisol stress hormone, such as mindfulness exercises, nature 

walks, and positive psychology interventions. 

For each topic, Davis presents a story of twisting lanes driving 

readers toward actionable ways to optimize immune health. Where 

the research is limited, he speculates on mechanisms that could 

underpin or refute common beliefs. In the chapter on longevity, for 

example, he hypothesizes that chronically elevated cytokine levels 

are behind the increased incidence of autoimmune diseases and 

severe infections as we age. Ultimately, each chapter reveals that 

the human body defies quick fixes. Yes, minimize stress whenever 

possible, but also exercise, eat a balanced diet, and get eight 

hours of sleep.

What is missing is a wider focus on the policy and media land-

scape in which health myths exist. Davis is an ardent believer in the 

power of vaccines and shares the incredible story of the develop-

ment of the COVID-19 vaccine and others in the works for cancers, 

malaria, and HIV. But he fails to address growing vaccine hesitancy 

and mistrust in science among segments of our society.

Despite this gap, the book succeeds in inoculating the reader 

against easy health answers, headlines, and platitudes. When it 

comes to our immune system, as Davis writes, “there’s always more 

to the story.”

Self-Defense: A Myth-Busting Guide to Immune Health, Daniel M. Davis, 
University of Chicago Press, 2025, 296 pp.

If Anyone Builds It, Everyone Dies
Reviewed by Lisa Poggiali6

If Anyone Builds It, Everyone Dies by Eliezer Yudkowsky and 

Nate Soares is a stark warning and a call to action: Stop building 

ever-more-complex forms of artificial intelligence (AI) before it is 

too late. Yudkowsky spent years studying how machines smarter 

than humans might think and behave, contributing to an area of 

research known as “AI alignment.” The results were sobering, and, 

together with Soares, he abandoned his work helping to build the 

first “superintelligent” AI, instead dedicating his efforts to stop-

ping its creation entirely. This book is a contribution to that new 

direction. Unfortunately, its major conclusions fall far afield of the 

evidence offered by empirically grounded scientific analysis.

Yudkowsky and Soares’s bold plea is rooted in the assertion that 

engineers will eventually lose control of the AIs that they are train-

ing. This is because engineers cannot “create” intelligence, they 

can only “grow” it through a mathematically guided progression 

of trial and error. While there is broad agreement that AIs “grown” 

in this way will behave unpredictably, Yudkowsky and Soares take 

their argument a step further: The AIs will eventually behave 

nefariously, and once they surpass human intelligence, human ex-

tinction is inevitable. 

Foundational to their alarmist idea is a simplistic understand-

ing of intelligence as analytical and disembodied. “Intelligence,” 

for Yudkowsky and Soares, is purely about cognitive horsepower; 

it relies on the speed and efficiency of data processing. Other criti-

cal elements—for example, embodied cognition, the empathy and 

self-awareness crucial for social skills, cultural embeddedness—are 

disregarded.

The authors also espouse a functionalist view of human progress, 

implying that because “superhuman” AIs will not find humans “use-

ful,” they will eliminate them. They reference moments in history 

when one group introduced a new technology to another group, 

leading to the latter group’s elimination—for example, when the 

Spanish, armed with guns, defeated the Aztecs, equipped with bows 

and arrows. But history resists their techno-determinist reading; the 

rise and fall of civilizations has always been shaped by complex sys-

tems, not merely by tools or technologies. 

The surprisingly banal solution the authors suggest for the prob-

lem of superhuman AI is an international treaty and monitoring 

structure that would regulate all countries’ AI development trajec-

tories and limit AI models’ efficiency and power. Such a framework 

could be useful if it were scoped to focus on concrete threats, such 

as lethal autonomous weapons systems or the climate impacts of 

energy-intensive data centers. With these parameters in place, it 

could indeed help curtail the expansion of AI-generated harms in a 

world increasingly shaped not by rogue AIs with superhuman pow-

ers but by all-too-human hubris.

If Anyone Builds It, Everyone Dies: Why Superhuman AI Would Kill Us All , 
Eliezer Yudkowsky and Nate Soares, Little, Brown, 2025, 272 pp.

Fearless, Sleepless, Deathless
Reviewed by Bradley G. Lusk7

In Fearless, Sleepless, Deathless: What Fungi Taught Me about 

Nourishment, Poison, Ecology, Hidden Histories, Zombies, and 

Black Survival, Maria Pinto tells a story that is as much an explo-

ration of mycology as it is an interrogation of Indigenous tradi-

tions in the West and a tale of the author’s spiritual journey. To ac-

complish this, Pinto employs a kind of “Gonzo mycology,” placing 

herself at the center of a metaphor that explores how society’s loss 

and subsequent rediscovery of fungus as a force that connects all 

life is akin to the loss and subsequent rediscovery of Indigenous 

understandings of the harmony and interconnectedness of life. 

In the wake of the 2016 US presidential election, Pinto and most 

of her friends were descending into existential dread and hopeless-

ness. Rather than lose herself in politics, she made her way into the 

woods to discover the wonders of nature. It was here that she em-

barked on her mycological journey and ultimately reconnected with 

her Jamaican roots. IL
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AI-generated harms.
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Fearless, Sleepless, Deathless delivers a well-sourced account of 

the ways mushrooms and other fungi provide essential nutrients 

within Earth’s root systems that enable much of life to exist as a 

symbiosis of “messy, communally wired opportunists.” Fungi draw 

nutrients and water from the soil and pass those to trees, protect 

the roots from pathogens, and use and store carbon produced by 

trees to enhance the health of the forest. Fungi also parasitize ants, 

using their bodies to propagate themselves. 

Despite their critical role in nature, as with many other 

Indigenous traditions, mushrooms were denigrated by imperialists, 

reveals Pinto—frequently feared for their poisoning potential and 

referred to as “poor man’s meat.” Here, she draws parallels between 

mushrooms and her cultural heritage, observing how—in the ab-

sence of European judgments—mushrooms and Indigenous tradi-

tions are both beautiful and valuable.

Fearless, Sleepless, Deathless challenges the reader to see mush-

rooms as more than merely an organism to be eaten, seen, or feared. 

Mushrooms, Pinto argues, are the ever-present ghosts that have 

borne witness to the past. They are the gateway to understanding 

the story of civilization, and they are the Gaia that binds us all.

Fearless, Sleepless, Deathless: What Fungi Taught Me about Nourishment, 
Poison, Ecology, Hidden Histories, Zombies, and Black Survival, Maria Pinto, 
University of North Carolina Press, 2025, 240 pp.

The Whispers of Rock
Reviewed by Josh Trapani8

In  an age dominated by chatbots and dysfunctional politics, 

we could all benefit from more connection with Earth. In The 

Whispers of Rock, geologist Anjana Khatwa describes how such 

connections undergird Indigenous societies across the globe and 

how she has incorporated them into her own life. 

The Whispers of Rock includes an impressive range of 

Indigenous origin stories, beliefs, and cultural practices tied to 

geological features in Japan, New Zealand, the Black Hills, and 

other places. At its best, the book recalls Adrienne Mayor’s The 

First Fossil Hunters and Fossil Legends of the First Americans. But 

it is hardly revelatory that environment shapes culture. And, un-

like Mayor, Khatwa frequently veers toward moralizing. The narra-

tive, with its broad survey of cultures, risks presenting an oversim-

plified binary: Indigenous populations as sustainably in harmony 

with Earth, and others as disconnected and exploitative. Khatwa 

worries, for example, that scientists will resist anything besides a 

Western scientific view, but I think this underestimates the sense 

of wonder that animates many researchers. 

On the personal side, Khatwa bravely reveals events from her 

own life—some joyous, others devastating—and how geology pro-

vided perspective or solace. I was especially moved by her visit to 

the Shetani lava flows in Kenya, where—years earlier, as a teen-

ager—her love of geology was kindled as “the barren terrain was 

transformed by my imagination into churning rivers of lava that 

flowed over the landscape.” 

Rocks speak to Khatwa, telling their stories. And in them she 

sees reflections of humanity’s story and her own. Metamorphic 

rocks, for example, are exposed to intense conditions before 

emerging transformed and sometimes stronger. Glacial erratics are 

uprooted and displaced from their places of origin and later depos-

ited as strangers in distant lands.

Reading The Whispers of Rock led me to reflect on my own fas-

cination with geology. I first encountered deep time in an under-

graduate class in upstate New York. Outside, I saw it reflected in the 

400-million-year-old rocks, deposited in a tropical sea, that made up 

the forested hills around campus. But I did not want or need rocks 

to reflect my own life. On the contrary, what drew me to geology 

was how Earth’s history transcended human foibles and struggles. 

We all see things differently, and I wish The Whispers of Rock had 

been more encouraging and less didactic about how and why to em-

brace alternative ways of knowing. Surely, reconnecting with Earth 

and embracing other perspectives can only help us better care for 

our planet and for ourselves.

The Whispers of Rock: The Stories That Stone Tells About Our World and 
Our Lives, Anjana Khatwa, Basic Books, 2025, 336 pp.P
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The Indigenous Paiute people believe that the sandstone hoodoos of Bryce Canyon 

are petrified “Legend People” who were turned into stone for their bad deeds.
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Bog Queen Reviewed by Rosemarie Szostak9

Bog Queen is a tale of two young women—Agnes, a forensic an-

thropologist in the 21st century, and an unnamed Iron Age druid—

whose paths of personal discovery converge in a mossy English 

bog. The narrative transitions back and forth in time while alter-

nating between the two main characters’ points of view, maintain-

ing momentum throughout. Interspersed are short interludes from 

the perspective of the bog moss itself, which brings a deep-time 

perspective to the two humans’ stories.

It is 2018, and Agnes has been assigned to identify a body un-

earthed in the bog during a search for the victim of a 1961 murder. 

The body is female, but the remains are much older than expected. 

Intrigued and driven by a deep desire to understand this well-

preserved woman’s story, Agnes soon becomes invested in identi-

fying her and determining what caused her death. Complicating 

matters, peat harvesters are suing to continue fuel collection in 

the bog, which the investigation has temporarily halted, while an 

environmental group seeks to preserve it and a developer aims to 

reclaim the land for low- to middle-income housing.

In 50 BCE, the druid—newly anointed and trained in the healing 

arts by her mother—grapples with her role as a community 

spiritual leader. She embarks on a journey to Camulodunon, near 

modern-day Colchester, UK, facing perils along the way. Her great-

est challenge, however, comes when she brings back to her people 

the insights she learned during her trip.

Author Anna North spins a compelling tale of two strong young 

women as each seeks to carve her niche in worlds 20 centuries 

apart. Dedicated to their chosen professions, both of the book’s 

protagonists must deal with political turmoil, greed, and conflict-

ing ideologies. Their stories diverge as one ends up dead in an 

English bog and the other searches to understand why. However, 

the book’s ending—which is both satisfying and memorable, albeit 

somewhat rushed—entwines the two women forever.

Bog Queen combines the genres of forensic anthropology with 

historical fiction and a touch of eco-fiction—a challenge that the 

author handles admirably. Missing are rich details about the char-

acters and their habits, making it difficult, at times, for the reader 

to relate to them. The bog moss, however, is lovingly described and 

adds a unique perspective to the story. 

Bog Queen, Anna North, Bloomsbury, 2025, 288 pp.

10.1126/science.aeb4192

In Bog Queen, peat moss helps narrate a fictional mystery featuring a modern-day anthropologist and an Iron Age druid. 

1The reviewer is a science policy adviser based in Washington, DC, USA. Contact: www.linkedin.com/in/maggie-linak 2The reviewer is an independent scholar based in Lancaster, PA, USA. Email: 
adam256@gmail.com 3The reviewer is at the Department of Latin American and Latino Studies, The City College of New York, New York, NY, USA. Email: drmm2037@gmail.com 4The reviewer is a 
physician and molecular biologist based in Washington, DC, USA. Email: carolyndca@gmail.com 5The reviewer is an emergency physician and global public health specialist based in Washington, 
DC, USA. Email: amit.chandra@georgetown.edu 6The reviewer is at the International Foundation for Electoral Systems, Arlington, VA, USA. Email: lpoggiali@ifes.org 7The reviewer is at Science 
The Earth, Phoenix, AZ, USA. Email: sciencetheearth@gmail.com 8The reviewer is a writer based in Silver Spring, MD, USA. Email: jtrapani@hushmail.com 9The reviewer is at the Innovation and IP 
Management Group, Nerac Inc., Tolland, CT, USA. Email: rszostak@nerac.com P
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Ryan O’Hayre1 and Sossina M. Haile2

B
road adoption of hydrogen as a versatile energy carrier is 

primarily hampered by a lack of safe and compact hydro-

gen storage. Hydrogen is often stored as compressed gas 

or cryogenic liquid, which requires high pressures or ex-

tremely low temperatures. Metal hydrides—compounds in 

which hydrogen is chemically bonded to solid metallic or interme-

tallic hosts—can store hydrogen with a 

high volumetric density (1). The inherent 

thermodynamic stability of these solid-

state storage compounds provides safety 

but also requires impractically high tem-

peratures for hydrogen release. On page 

1252 of this issue, Hirose et al. (2) re-

port an approach that electrochemically 

“pumps” hydrogen in the form of hydride 

ions (H−) through a solid electrolyte into 

or out of a metal hydride. This elegantly 

circumvents the requirement of high 

temperature to free hydrogen from the 

metal hydride,  offering a pathway to har-

ness high-capacity hydrogen storage un-

der practical release conditions. 

Using electricity rather than tem-

perature or pressure to drive hydrogen 

exchange between electrodes was first 

practically demonstrated in 1985 to in-

vestigate metal hydride thermodynamics 

(3). The Nernst equation—a central for-

mula for calculating electrochemical cell 

potential under a given condition—also 

illustrates how a small voltage equates to 

many orders of magnitude change in hy-

drogen gas pressure, generating a large 

driving force for hydrogen exchange. For 

example, a small cell potential of 0.3 V is 

equivalent to a pressure of 1.4 × 1010 atm. 

However, using this thermodynamic 

driving force requires an ion-conducting 

electrolyte that is electronically insulat-

ing. Decades of work on hydride-ion con-

ductors have underscored the difficulty 

in achieving this goal (4).

Hirose et al. developed a solid elec-

trolyte by compositional tuning of a 

pseudo-ternary system in which bar-

ium, calcium, and sodium atoms form 

a compound with hydrogen atoms. This 

electrolyte exhibited good hydride ion 

conductivity (~2 × 10−5 S/cm) at room 

temperature, low electronic conductiv-

ity (1.3 × 10−9 S/cm), and stability over a 

suitably wide voltage range. The hydride-

conducting electrolyte was sandwiched between a hydrogen-storage 

electrode and a counter electrode that delivered hydrogen gas to a 

reservoir (see the figure). This solid-state electrolyte could revers-

ibly insert and extract hydride ions into and out of a diverse ar-

ray of metal hydrides (such as TiH2, MgH2, NaAlH4, LiAlH4, NaBH4, 

and NaH) at moderate temperatures (60° to 100°C). Notably, mag-

nesium hydride and sodium aluminum 

hydride electrodes achieved reversible 

hydrogen adsorption capacities that are 

close to their theoretical values, maxi-

mizing the full storage potential offered 

by these materials. At 90°C, the electro-

chemical cell with a magnesium hydride 

electrode achieved reversible hydrogen 

storage over 10 cycles (charge and dis-

charge) at >99% of theoretical capacity 

(~2020 mA·hour/g), although at rather 

low charge and discharge rates. This 

achievement demonstrates the feasibility 

of the electrochemical approach to metal 

hydride hydrogen storage.

The study of Hirose et al. opens new 

directions to overcome the impractically 

high temperature requirements imposed 

by high-capacity metal hydride–based 

hydrogen-storage systems. Magnesium 

hydride has a theoretical gravimetric hy-

drogen-storage capacity (the amount of 

hydrogen that can be held per total mass) 

of 7.6 wt %, and much of this capacity was 

successfully accessed. However, the over-

all electrochemical cell configuration 

achieved a capacity of only 0.11 wt %. This 

is due, in part, to the thick, heavy solid-

electrolyte layer (~450 µm) and a low 

active material ratio (20 wt % metal hy-

dride) in the electrode. Furthermore, Hi-

rose et al. acknowledged that voids in the 

cold-pressed solid electrolyte permit hy-

drogen-gas crossover. This leakage leads 

to a mixed storage mechanism in which 

the desired electrochemical hydride-ion 

insertion occurs simultaneously with an 

uncontrolled thermochemical reaction 

between the permeated hydrogen gas 

and the magnesium hydride electrode. 

The energy efficiency of the electrochem-

ical system is also presently lower than 

that of thermal methods. The device of 

Hirose et al. required an energy input of 

~81 kJ/mol, which is higher than that for 

optimized thermal desorption of hydro-

Discharging
Hydride ions are extracted from the 
metal hydride electrode and then combine to 
form hydrogen gas at the counter electrode.

Charging
Hydrogen gas is driven across the solid 
electrolyte as hydride ions, which are inserted 
into the metal hydride electrode for storage.

Counter
electrode

Solid 
electrolyte

Metal hydride 
electrode

Hydrogen 
gas

Hydride
ions

Reservoir

Electrochemical delivery of hydrogen 
Metal hydrides can store hydrogen safely with a large 

volumetric density, but their inherent stability requires 

impractically high temperatures to release the stored 

hydrogen for use. A solid-state electrolyte can reversibly

insert or extract hydrogen from the hydride at moderate 

temperatures (60° to 100°C) under an electric potential.

PERSPECTIVES

ELECTROCHEMISTRY

Solid-state hydrogen storage goes electric
Electrochemistry enables reversible storage and release of hydrogen gas in a metal hydride
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gen (~72 kJ/mol). The authors note that further engineer-

ing of the constituent materials and the electrochemical 

device (such as by decreasing the electrolyte thickness) 

could substantially reduce the voltage needed for charging, 

potentially decreasing the energy requirement down to 

~45 kJ/mol, which is considerably lower than that for 

thermal-based metal hydride storage. 

Practical deployment of hydrogen storage systems will 

require durability for >1000 cycles. Electrodes change 

their volumes as hydrogen atoms move in and out. At 

present, maintaining the chemical and mechanical sta-

bilities of electrodes and their interfaces with electrolytes 

under the practical number of cycles remains unproven 

and is a crucial area for future research. In addition, ther-

mal management, which is also problematic for conven-

tional temperature- and pressure-based metal hydride 

storage, is an essential aspect that needs to be consid-

ered for a large-scale electrochemical system (5). Hydro-

gen absorption is strongly exothermic (heat releasing), 

whereas desorption is endothermic (heat absorbing). For 

fast fueling of hydrogen gas, heat must be ejected at tens 

of kilowatts per kilogram of hydrogen gas during charge 

and supplied at a similar rate during discharge. Complex 

device-level heat management strategies such as fin and 

foam structures integrated into the metal hydride elec-

trode, embedded heat-exchange tubes, and heat-pipe 

and phase-change augmentation have been reported (6). 

 However, these additions increase the weight of the de-

vice and reduce gravimetric and volumetric hydrogen-

storage densities. 

Beyond the electrochemical approach of Hirose et al., 

other promising directions to improve metal hydride–

based hydrogen storage are under active exploration. 

These include nanostructuring the metal hydride par-

ticles to enhance the kinetics of hydrogen adsorption 

and desorption (7) and engineering the composition of 

the metal hydride to address the trade-off between capac-

ity and stability (8). Although many hurdles need to be 

overcome, ongoing studies offer a credible and exciting 

proposition: By taming hydrogen in a solid state, a criti-

cal component to a future sustainable energy source could 

be unlocked. �
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GENOMICS

Genomic clues into 
the spread of 
deadly mosquitoes
Ancient and more recent human interactions 
shape mosquito vector evolution

Tamar E. Carter

V
ector-borne diseases threaten 80% of the world’s popula-

tion (1). At the top of the list is malaria, of which there are 

roughly 260 million cases each year (2), and dengue, which 

is present in 132 countries (3). As the world becomes more 

connected, populations of mosquitoes that were once geo-

graphically confined are now being transported long distances and 

adapting to new environments. Genomic data from present populations 

can be used to reconstruct the evolutionary and demographic history 

of lineages of mosquito vectors. These reconstructions can facilitate 

prediction of the movement and adaptation of modern mosquito pop-

ulations and the development of interventions to prevent the spread 

of disease. On pages 1209 and 1208 of this issue, Boddé et al. (4) and 

Crawford et al. (5), respectively, report findings on the evolution of two 

mosquito vectors. Their results highlight the population health conse-

quences of ancient and contemporary interactions between humans 

and deadly mosquitoes.

The Anopheles funestus species of mosquito is a major malaria vec-

tor across sub-Saharan Africa. Most studies on the evolution of ma-

laria-transmitting Anopheles species have centered on the Anopheles 

gambiae species group, and important gaps in knowledge remain for 

An. funestus, a dominant vector in parts of east and southern Africa. 

Previous investigations have sought out the molecular basis of adap-

tations to environmental factors and vector control measures such 

as insecticides using targeted sequencing of limited regions of the 

genome, karyotyping (which detects chromosomal abnormalities), or 

whole-genome sequencing of limited geographic scope. High frequen-

cies of insecticide-resistance mutations have been reported in this 

species (6), and structural variants such as chromosomal inversions 

have been linked to variable ecological conditions and adaptation (7), 

as observed in other malaria vectors. 

To examine the molecular basis for adaptation in An. funestus at 

high genomic, spatial, and temporal resolutions, Boddé et al. ana-

lyzed mosquito genomes from 13 African countries to determine the 

level of connectivity across An. funestus populations and identify 

genomic loci affected by selective pressure. They found that the ge-

netic diversity of many populations was structured by geography, 

whereas others appeared to be genetically connected across wide 

geographic distances. Notably, populations in the North Ghana and 

South Benin cohorts were more genetically distinct from neighbor-

ing populations than expected. Boddé et al. argue that these find-

ings suggest the existence of distinct ecotypes (i.e., highly divergent 

lineages) within An. funestus. Such complex patterns of diversity 

mean that a universal strategy for vector control of this species 

would likely be ineffective and that such efforts should include lo-

cally tailored surveillance and intervention. 

Boddé et al. also sequenced samples from museum specimens of 

An. funestus collected in 1927, before heavy insecticide use. Using 

these older specimens as a baseline, the authors found that insecti-

cide resistance had emerged through the independent evolution of 

resistance mutations in some populations and importation in others. 
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These findings are critically important for identifying populations to 

prioritize for vector control efforts and solidify the need for targeted 

vector control approaches. One such approach is a vector gene drive, 

which uses gene editing to rapidly introduce traits such as pathogen 

incompatibility and/or infertility into mosquito populations, with the 

goal of reducing disease transmission. Boddé et al. were able to iden-

tify gene-drive target sites within the An. funestus genome. 

Over the past several decades, there has been a geographic expan-

sion of arboviral diseases such as dengue and chikungunya within 

the Americas, Africa, Europe, and Asia. The mosquito vector for 

these diseases, Aedes aegypti, has also emerged in new areas and re-

emerged in previously eradicated areas during the same time frame, 

but the role that the Ae. aegypti invasion has had in the spread of 

dengue and chikungunya is not yet clear. Two Ae. aegypti subspecies 

exist, which are distinguished by morphological, behavioral, and ge-

netic characteristics (8, 9). Ae. aegypti formosus is a forest-dwelling, 

generalist that evolved in Africa. Ae. aegypti aegypti, which is char-

acterized by an affinity for human hosts and dwellings, evolved later 

from Ae. aegypti formosus, and was introduced to the Americas dur-

ing the trans-Atlantic slave trade (10). The globally invasive Ae. ae-

gypti is of the human-adapted subspecies, but the location of its 

evolution is disputed. The presence of Ae. aegypti aegypti ancestry 

among some African populations and Ae. aegypti formosus ancestry 

in the Americas (11, 12) raises the question of where the globally 

invasive human-adapted Ae. aegypti aegypti evolved, in Africa or 

the Americas? 

Crawford et al. conducted a comprehensive genomic investiga-

tion of the evolutionary origin of the invasive form of Ae. aegypti. To 

resolve the major challenge of distinguishing signals of ancient and 

contemporary migration events, the authors compiled Ae. aegypti 

genomes from 73 geographically distinct populations from around 

the world. The results confirmed previous findings that the two Ae. 

aegypti subspecies are genetically distinct but that mixed popula-

tions exist in both Africa and the Americas. As a critical step to 

determine the origin of the invasive form, Crawford et al. combined 

coalescent and phylogenetics analyses to determine the timing of 

the split between the oldest Ae. aegypti aegypti lineages (i.e., proto 

Ae. aegypti aegypti) in the Americas and those in Africa and re-

vealed a split coinciding with the trans-Atlantic slave trade. They 

also estimated the timing of the split between proto Ae. aegypti 

aegypti and invasive Ae. aegypti aegypti and revealed a broad tem-

poral range of possible splits between populations. 

Putting these puzzle pieces together, Crawford et al. tested two de-

mographic models to find the one that best fit the data from four 

representative populations. The “one-emigration” model involves a 

“stepping-stone” progression with a single introduction of proto Ae. 

aegypti aegypti (i.e., the Americas as the origin of invasive Ae. aegypti 

aegypti). The “two-emigration” model involves both proto and inva-

sive Ae. aegypti aegypti emigration to the Americas (i.e., an African 

origin of invasive Ae. aegypti aegypti). The model with the best fit 

supported a single emigration out of West Africa into the Americas 

during the trans-Atlantic slave trade, which means that invasive Ae. 

aegypti aegypti originated in the Americas. These findings are impor-

tant because they provide a historical framework for identifying the 

genomic basis of the adaptations that helped the invasive mosquito 

spread across the globe. Genome scans for signatures of positive se-

lection revealed that during its expansion in the Americas, invasive 

Ae. aegypti adapted to new viruses and food sources. Additionally, 

Crawford et al.’s analysis revealed evidence of interbreeding between 

invasive Ae. aegypti aegypti and native Ae. aegypti formosus in Africa 

within the past several decades, which coincided with an uptick in 

dengue outbreaks, and a higher frequency of a specific type of mu-

tation that confers resistance to insecticides (knockdown resistance 

mutations). The potential tie between invasive Ae. aegypti aegypti in 

Africa, dengue outbreaks, and insecticide resistance highlights the 

impact that invasive vectors can have on local transmission dynamics.

Both Boddé et al. and Crawford et al. provide important insights 

into the ancient and more recent evolution of mosquito vectors and 

the complex role that human activity, both passive and intentional, 

plays in their movement and adaptations. These processes have led 

to complex subspecies genomic diversity that likely translates to func-

tional diversity that is yet to be fully elucidated. The next steps involve 

uncovering the evolutionary history of mosquito vectors in West Asia 

and the Horn of Africa, particularly in areas with highly active ground 

and maritime trade traffic and a history of invasive mosquito species 

such as Anopheles stephensi (13). With the plethora of vector genomes 

now available and evidence of adaptation to new microbial environ-

ments provided by Crawford et al., future work should home in on the 

impact of vector genomic variation on local pathogen transmission and 

evolution. This question becomes increasingly important in the context 

of on-going mosquito vector invasions (14). Building evidence of the 

functional relevance of candidate loci identified as being under selec-

tion could guide the development of vector control measures to combat 

the further spread of deadly mosquitoes. �
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Deep down in the fault zone
Distant seismic waves provide clues to the evolution of crustal structure after a large earthquake

Alba M. Rodriguez Padilla

T
ectonic stresses are transmitted to a fault through the sur-

rounding fractured and altered rock, or  fault zone. Mea-

suring how seismic velocities (wavespeeds) behave in a 

fault zone offers a rare insight into the properties and 

deformation mechanisms operating within it. However, 

most wavespeed monitoring methods only resolve velocity changes 

at very shallow depths (<5 km below the surface). This constraint 

has obscured the deeper parts of fault zones where earthquakes ini-

tiate and grow. On page 1256 of this issue, Bryan 

et al. (1) report the evolution of seismic velocities 

from 0 to 20 km below Earth’s surface around a 

fault zone by using teleseismic receiver functions. 

This approach could help scientists understand the 

processes that operate deep within a fault zone.  

The speed at which seismic waves travel through 

Earth’s crust depends on the properties of its cons-

tituent materials. Seismic waves travel more slowly 

through fractured rocks than intact ones . Conse-

quently, a low-velocity zone around a fault is interpre-

ted as the fractured and altered rocks in a fault zone. 

Wavespeed interferometry techniques often rely on 

local earthquakes or anthropogenic sources to image 

the shallow structure of a fault zone, losing resolution 

at depth. Alternatively, seismograms can record tele-

seismic waves from distant earthquakes (more than 

1000 km away from a receiver). The fastest of these waves arrive from 

beneath Earth’s surface and provide information about crustal struc-

ture from the bottom up. 

Bryan et al. exploited seismic waves from distant earthquakes, 

which split apart and reverberate in the crust near the surface after 

crossing much of Earth’s interior. This approach, called teleseismic 

receiver functions (2), was used  to image the fault zones that pro-

duced the 2019 Ridgecrest earthquakes in California (3–5). Because 

the receiver functions are uniformly affected by depth-dependent 

seismic velocity changes, they can be used to track how wavespeeds 

evolve over a large depth range without losing resolution. Receiver 

functions resolved changes in seismic velocities from Earth’s sur-

face to depths of >20 km at Ridgecrest. The authors documented a 

rapid wavespeed decrease immediately after the earthquakes in the 

shallow crust, which returned to the pre-earthquake velocities. This 

was consistent with previous observations that showed a fast reduc-

tion in wavespeeds and subsequent recovery to velocities that were 

observed prior to the earthquake in the top 5-km section of the fault 

zone (6, 7). These results have been interpreted as rapid healing of 

fractured rock and fluid flow in the crust . 

The lower parts of the crust (10 to 15 km below the surface) tell 

a different story. A gradual, months-long decrease in seismic velo-

cities was observed. This drop persisted for more than 3 years after 

the earthquake. At 10 to 20 km below the surface, rocks transition 

from being cold and brittle to being hot enough to “flow” in res-

ponse to deformation. The decrease in speed and subtle directio-

nal dependence of seismic waves  (seismic anisotropy) suggest that 

fluid-mediated brittle deformation (8) could also occur in the lower 

crust after an earthquake. These observations may capture how the 

deformation processes inferred from the rock record of exhumed 

faults (9, 10) evolve over time. 

The study of Bryan et al. leaves open questions about the fate of 

deformation in the earthquake cycle, the cyclical accumulation of 

stress on a fault zone and release during earthquakes . The authors 

suggest two possible scenarios. Velocities may eventually recover as 

stress accumulates in the fault zone during the interseismic period 

(when strain is accumulating on the fault). Conversely, if these per-

turbations persist, they may represent permanent deformation of 

the fault zone at depth. The Ridgecrest fault zone is in its early stage 

of geological development (11). Immature faults ge-

nerate unusually broad zones of deformation during 

earthquakes (12). If a large extent of this deforma-

tion is permanent, immature faults may substantially 

weaken even during a single earthquake.

For the Ridgecrest fault zones, only time will tell 

which one of the two scenarios occurs. However, ot-

her fault zones could serve as natural laboratories 

to probe these questions. The faults  that hosted the 

Landers and Hector Mine earthquakes in California 

in the 1990s are in their later postseismic period. If 

seismic velocities in the lower crust are starting to re-

cover along those faults, it could indicate that waves-

peed evolution tracks stress during the earthquake 

cycle. Additionally, geophysical imaging shows the 

presence of low-velocity zones in many major faults. 

For example, the Calico fault in California’s Mojave 

desert features a prominent low-velocity zone, which suggests that 

brittle deformation processes could persist for centuries after an 

earthquake (13). The more mature Garlock fault in California has a 

narrow low-velocity zone (14). Receiver functions require teleseis-

mic earthquakes that are bigger than a magnitude of 5 (2). With 

more than 1500 such events annually around the world, the struc-

ture of other continental fault zones, subduction zones, and volca-

noes awaits. �
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EVOLUTION

Trade-offs and human adaptation at the extremes
Genomic analyses of Turkana pastoralists identify variants that increase water retention

Katherine McVay1 and Amy Goldberg2

D
espite being genetically homogeneous compared with 

other animals, humans are geographically diverse and have 

evolved to meet the demands of local environments, patho-

gens, and diets (1). In 1962, James Neel proposed that genes 

that predispose people to metabolic diseases may have 

been advantageous in the evolutionary past (2). Yet empirical support 

for his hypothesis remains limited. On page 1246 of this issue, Lea et 

al. (3) report genomic analyses of samples from the Turkana people in 

northwest Kenya that reveal a more nuanced narrative. The Turkana 

have practiced nomadic pastoralism (raising and herding of livestock) 

in extreme arid environments for ~5000 to 8000 years. The authors 

analyzed 367 genomes and discovered adaptations to ecological pres-

sures, particularly chronic water scarcity. They identified physiological 

compromises in kidney function that improved water retention but 

mildly increased the amounts of urea in the blood. This context-specific 

trade-off may become pathological as Turkana populations urbanize.

Although phenotypic adaptation in humans has long been of inter-

est, the increasing availability of genomic data from global popula-

tions over the past 20 years has allowed the identification of specific 

genes underlying these adaptations. For example, high-altitude tol-

erance in Tibetans is associated with variants in endothelial PAS 

domain protein 1 (EPAS1), whereas Andean populations adapted to 

The Turkana people 

live a nomadic, 

pastoral lifestyle 

in a water-limited 

environment.
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similar environments with variants in egl-9 family hypoxia inducible 

factor 1 (EGLN1) (4), and the ability of pastoralist populations to di-

gest lactose into adulthood is associated with variants in the enhancer 

region of the lactase gene (LCT). These classic textbook examples are 

often presented as triumphs of natural selection, exemplifying how 

evolution crafts precise solutions to environmental challenges. How-

ever, as ongoing research expands the available genomic and environ-

mental datasets, even these textbook cases are proving more complex 

than previously considered. When probed, the variants in EPAS1 

were found to come from interbreeding between human ancestors 

and Denisovans, another ancient hominin species (5); the variants 

in EGLN1 were found to increase risk for carviovascular, metabolic, 

and pregnacy-related illnesses; and lactase persistence appeared long 

after Europeans were already exploiting dairy (6). These findings sug-

gest that human adaptation rarely follows simple 

narratives of optimal solutions to environmental 

challenges at the expected times.

Lea et al. worked with Turkana communities 

to investigate their adaptation to extreme arid 

environments (3). The Turkana are a pastoral 

people who rely heavily on animal products to 

meet their daily nutritional needs, but the ma-

jority continue to meet the Western clinical def-

inition of dehydration. The authors combined 

population genetic data from multiple East 

African populations with urine samples, inter-

view data, and experiments in mouse models 

to investigate evidence of natural selection in 

individuals living in the arid, water-limited en-

vironment of the Turkana. Three methods of de-

tecting positive selection identified a candidate 

region around the stanniocalcin 1 gene (STC1). Within this region, 

two variants were associated with an increase in the urea content 

of urine, which is a biomarker of kidney function. The authors also 

found that STC1 protein levels were higher in kidneys from mice 

with restricted water intake compared with controls. This suggests 

an association between STC1 and kidney function under dehydra-

tion stress. 

Previous genome-wide association studies (GWASs) implicated 

STC1 in kidney function in humans, and overexpression of the gene 

in mouse models reduces acute kidney injury through activation 

of adenosine monophosphate–activated protein kinase (AMPK) (7, 

8). Lea et al. demonstrated that vasopressin (antidiuretic hormone 

released during dehydration to promote water reabsorption by the 

kidneys) induces an overexpression of STC1 in human kidney cells 

exposed to water-restricted environments. Although the exact mech-

anism and variant under selection in the Turkana are not known, 

the role of overexpressed STC1 in protecting against acute kidney 

injury in mice suggests that loci controlling expression of STC1 may 

have a protective role in humans experiencing dehydration.

Notably, Lea et al. also identified STC1 as under selection in an-

other population from the Turkana region, the Daasanach. The 

Turkana and the Daasanach both inhabit an arid, water-limited en-

vironment, but they have their origins in separate migrations out 

of the Nile Valley around 5000 to 8000 years ago. Demographic in-

ference to test the evolutionary history of the identified variants 

around the STC1 gene (haplotype) showed that it was likely present 

in East Africa before the split of the Nilotic (Turkana) and Eastern 

Cushitic (Daasanach) lineages in these migrations out of the Nile 

Valley. This provides historical evidence that further strengthens 

the association of the haplotype with the arid ecology of the region.

Although large-effect genes underlying human adaptations com-

prise a tiny portion of the genome, they carry outsized research 

and public interest. It is rare to identify single genes with large ef-

fects on human phenotypes (9). Using data from the UK Biobank to 

identify which genetic variants affect metabolic traits in Europeans, 

Lea et al. then checked whether these same variants showed evi-

dence of selection in the Turkana. Variants that affect the amount 

of cholesterol and triglycerides in the blood and biomarkers of 

kidney function in European populations were disproportionately 

under selection in the Turkana population compared with random 

genomic regions. This comparison revealed that the adaptation of 

the Turkana people to their environment involved metabolic com-

promises throughout the genome, with hundreds of small genetic 

changes collectively shifting metabolism to cope with chronic dehy-

dration and dietary constraints.

Individuals from the Turkana people group are increasingly re-

locating to more urban environments. This transition is associated 

with a change in diet away from a high level of consumption of 

animal products (blood, milk, and red meat) 

and toward market-derived products. Previous 

studies have reported an increase in biomark-

ers associated with cardiovascular disease risk 

in the Turkana pastoralists who transition to 

urban environments (10). This aligns with ob-

servations in other populations—for example, 

the Daasanach, the Shuar of Ecuador, and 

the Tsimane of Bolivia—which shows that in-

creased market integration is associated with 

an increase in the risk of cardiometabolic dis-

ease (11–13). Lea et al. performed a transcrip-

tomic analysis to identify genes that differ in 

expression level between Turkana individuals 

living a pastoral lifestyle and those living in 

urban environments. The identified genes ex-

hibited more evidence of selection than that 

of other genes, which suggests that these past adaptations could 

interact with the environmental changes experienced by migrating 

Turkana individuals to shape disease risk.

Rather than being blueprints for optimal health, human genomes 

encode a history of situational compromise. The findings of Lea et 

al. illustrate that deeper data and comparative approaches can re-

veal that genomic adaptations are more complex than early models 

considered; for example, there is a role for context specificity, and 

both monogenic and polygenic adaptation, perhaps from ancient 

variation. Most GWASs rely on European-centric genetic architec-

ture, but population-specific adaptations, such as those of STC1 ob-

served by Lea et al., create distinct disease risks (14). Understanding 

these evolutionary legacies could contribute to tailoring of clinical 

care in a rapidly changing world. �
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Global implications of cholera in Sudan
After more than 2 years of conflict in Sudan, 10.5 million displaced 

people are stranded within Sudan’s borders, and nearly 4 million 

are seeking refuge in surrounding countries and the European 

Union (1). The conflict has caused the collapse of Sudan’s health 

infrastructure and increased malnutrition, especially among the 

elderly (2), exacerbating the risks of deadly disease outbreaks such 

as cholera. Cholera spreads mainly through ingestion of water or 

food contaminated with Vibrio cholerae. Although direct person-

to-person transmission is rare, displaced persons who are infected 

can spread the disease to new locations, especially if they are living 

in overcrowded camps with poor water, sanitation, and hygiene (3). 

International organizations must work closely with Sudan and other 

countries affected by cholera to strengthen disease surveillance, 

improve access to clean water, and ensure timely outbreak response.

Between January and May, more than 92,000 cases of chol-

era were recorded in the six countries that comprise the Eastern 

Mediterranean, including about 16,500 cases in Sudan (4). 

Afghanistan, Haiti, and the Democratic Republic of Congo have also 

suffered from ongoing cholera outbreaks (4). In 2017, the Global 

Task Force on Cholera Control set an ambitious target of reduc-

ing cholera-related mortality by 90% by 2030 (5), using the 2015 

global burden estimate as a baseline. In 2023, the World Health 

Organization (WHO) declared a Grade 3 emergency, its highest 

level, for cholera (6). Yet cholera barely registers on national politi-

cal agendas or health priorities (2).

Global health institutions, including the WHO, can support 

displaced Sudanese populations by providing technical and financial 

assistance both within Sudan and in neighboring countries hosting 

refugees. To ensure that assistance reaches vulnerable populations 

and strengthens local capacity for disease prevention and health 

care delivery, funds and resources should be directed to local 

authorities, humanitarian agencies, and nongovernmental organi-

zations operating in camps and communities. Efforts should also 

focus on community nutrition, educating the public by spreading 

health information through the media, and providing mental health 

services.  Strengthening sentinel and hospital-based surveillance 

systems in the affected regions would improve data collection and 

interpretation, enabling a more effective response to outbreaks (6). 

Partnerships abroad can help scale up DNA vaccines for cholera 

(7–9), which would be safer, longer lasting, more stable, and more 

cost efficient than the commonly used oral inactivated whole-cell 

vaccine (10, 11). International partners could also boost vaccination 

programs. Sudan and its partners can learn from successful efforts 

to address and control cholera outbreaks in Haiti, Bangladesh, and 

other African countries (12), where integrated measures such as 

vaccination campaigns, improved water and sanitation, and rapid 

treatment centers have curbed transmission and reduced mortal-

ity, even in resource-limited settings.

Ahmed A. H. Abdellatif1 and Emad M. Abdallah2
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Arabia. 2Department of Biology, College of Science, Qassim University, Buraydah, Saudi 
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 Protect academia in Sudan with global action
Sudan’s civil war, which erupted in April 2023, has devastated the 

country’s universities. More than 10 million Sudanese people have 

been displaced, including tens of thousands of university staff and 

students (1). Although the United Nations Educational, Scientific 

and Cultural Organization (UNESCO) has declared an education 

emergency in Sudan (2), the destruction of the country’s intellectual 

capital has drawn scant global attention. Sudan’s academic collapse 

is not just a regional tragedy—it is a global emergency that calls for 

urgent international action.

For decades, Sudan was a pillar of African science and scholar-

ship. The University of Khartoum, for example, was established in 

1902 and long regarded among Africa’s top institutions (3). The 

A Sudanese cholera patient receives medical care in a United Nations–run makeshift clinic in Darfur, Sudan. 
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institution trained generations of doctors, engineers, and scien-

tists. Today, the University of Khartoum is closed, along with more 

than 75% of Sudan’s 128 higher-education institutes (4, 5). Sudan is 

also home to about 66 medical schools, nearly 60% of which have 

been attacked or occupied by military forces (4, 6). The country’s 

national museums have been looted (7), and the only research 

center in the world devoted to the rare disease mycetoma has been 

destroyed (8).

To safeguard Sudan’s academic future, universities around the 

world should provide fellowships, placements, and scholarships for 

displaced Sudanese faculty and students, even when transcripts or 

official records are unavailable. In conflicts such as those in Ukraine 

and Syria, similar programs have helped preserve scientific careers 

and national capacity (9, 10). Governments should accelerate visa 

processing to allow Sudanese scholars to continue their work in safe 

environments. International organizations, academic institutions, 

and the global scientific community must work together to integrate 

Sudanese academics into research and training programs, support 

virtual learning platforms, and enable mentorship by Sudanese 

scientists in the diaspora.

Sudan’s crisis management and postwar recovery must include 

higher education as a strategic priority. Models from Bosnia and 

Rwanda show that rebuilding universities contributes not only to 

national healing and sustainable development but also to restoring 

civic trust and institutional resilience (11). In Sudan, students and 

professors were central to the 2019 prodemocracy movement and 

continue to serve as vital voices for peace, reform, and accountabil-

ity (12). To preserve their role, the world’s universities, governments, 

donors, international nongovernmental organizations, and 

policy-makers must engage in coordinated and immediate action. 

Knowledge must not become a casualty of war.
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Wastewater surveillance requires ethical use
Wastewater-based surveillance (WBS) enables the early detection 

of infectious diseases (1, 2) and monitoring of community health 

trends (3), making it a critical public health tool. This year, US 

policy-makers sought to politicize WBS by tracking compounds 

linked to reproductive behaviors and sexual health, threatening 

Americans’ privacy under the banner of “environmental monitor-

ing.” WBS should be used exclusively to improve and protect public 

health, and communities and scientists must lobby local represen-

tatives to prevent its misuse as a tool of political or social coercion.

In March, the Texas legislature introduced Senate Bill 1976 (TX 

SB1976), mandating routine wastewater testing for specifically 

named pharmaceuticals, including mifepristone, ethinyl estradiol, 

pregnanediol, and testosterone (4). Many of these compounds and 

their metabolites are chemically stable and detectable at 

nanogram-per-liter levels in sewage (5), enabling government 

inferences about contraceptive use, abortion access, and gender-

affirming care. Historically, WBS tracked pharmaceutical and illicit 

drugs in sewage, directing public health resources by revealing 

clusters of disease, including addiction (6, 7). This proposed 

framework insidiously repurposes WBS to target safe, lawful 

personal actions (8).

The bill’s framing, claiming to “regulate the quality of wastewa-

ter” and “ensur[e] public safety and environmental protection” (4) 

provides a template for governmental overreach. Such expansion 

of WBS would enable behavioral surveillance without consent, 

transparency, justification, or oversight, contradicting all previously 

established practices and protocols (9). Because WBS is regulated as 

environmental monitoring rather than health surveillance, it falls 

outside protections such as the Health Insurance Portability and 

Accountability Act (HIPAA), a US federal law that establishes stan-

dards for patient privacy. In states where reproductive autonomy is 

contested or criminalized, this infrastructure could enable targeted 

investigations or policy interventions. 

TX SB1976 offered communities no clarity on why compounds 

were monitored or how results would be used. Although the bill 

died in committee (10), its sponsor previously advanced similar 

attacks on reproductive autonomy, including the Texas Heartbeat 

Bill of 2021 (TX SB8), which allows private citizens to sue anyone 

who aids or abets an abortion after the detection of a fetal 

heartbeat (11). TX SB1976 was clearly introduced in the spirit of 

Project 2025, which seeks to “use every available tool…to ensure 

that every state reports exactly how many abortions take place 

within its borders” (12) by weaponizing WBS, a tool meant to 

protect public health.

The integrity of WBS, and public trust in it, depends on action 

from citizen advocates and scientists to lobby policy-makers for 

clear ethical boundaries. Using WBS politically to track reproduc-

tive or gender-affirming health compounds is both wasteful of 

taxpayer dollars and a fundamental misuse of the technology. To 

prevent unethical WBS applications, legislators should require 

mandatory public notification requirements for all programs, 

specifying monitored compounds or targets and their public health 

justification. Oversight should also include independent ethics 

panels with community representation and explicitly prohibit the 

monitoring of reproductive health compounds without clear public 

health benefit. 
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POLICY ARTICLE

SCIENCE FUNDING

Partisan disparities in the funding of 
science in the United States

Republican lawmakers consistently provided robust federal funding, often exceeding Democrats 

Alexander C. Furnas,1,2,3 Nic Fishman,4 Leah Rosenstiel,5 Dashun Wang1,2,3,6

T
he increasing complexity and extended timelines involved 

in scientific research and technological innovation highlight 

the importance of consistent, reliable support for science. 

The United States government—the largest research funder 

in the world—plays a pivotal role, mobilizing resources do-

mestically while also serving as a global leader, shaping strategies of 

international funders and policy-makers (1, 2). Despite this central 

importance of the US government in global science, the relationship 

between its political control and science funding remains poorly un-

derstood. This gap in understanding is particularly pressing in an era 

of growing political polarization. Here we leverage a comprehensive 

database of appropriations—the funding levels denoted in statute and 

directly set by policy-makers—to capture federal support for science 

from 1980 to 2020. Despite occasional public skepticism of science 

(3),  Republican lawmakers consistently provided robust funding, of-

ten exceeding Democrats, underscoring the importance of bipartisan 

investments in science and research.

Partisan control of Congress and 

the presidency oscillates between 

Democrats and Republicans (4), creat-

ing short-term dynamics that can con-

flict with the long-term commitments 

that science demands. Divergence 

between the transient nature of politi-

cal control and the enduring needs of 

scientific research raises critical ques-

tions: How do these political shifts 

influence the allocation of federal sci-

ence funding? Does political volatility 

pose a threat to the steady invest-

ments essential for scientific progress? 

Understanding the interplay between 

political polarization, funding trends, 

and the lengthy timelines of scientific 

research is essential for safeguarding 

the future of long-term research.

The urgency of addressing these 

questions is heightened by recent 

proposed shifts by the administra-

tion in federal funding priorities. Re-

cent decisions affecting indirect cost 

rates, federal grant disbursements, 

and agency funding priorities have in-

troduced new challenges for research 

institutions and heightened uncer-

tainty within the scientific commu-

nity. Although some of these measures 

have faced legal and institutional 

pushback, the broader instability 

surrounding science funding under-

scores the need for a deeper understanding of how political control 

shapes long-term investments in research.

Since the US federal government began funding scientific research 

after World War II, this funding has primarily been guided by a vision 

of science, articulated by Vannevar Bush, in which scientists them-

selves hold substantial discretion over research methods and scope. 

This ideal of science highlights its philosophical and cultural inde-

pendence and the need to shield research from short-term political 

or bureaucratic pressures. 

Yet there are reasons to believe that science funding is not immune 

to political forces. Federal funding agencies are ultimately responsible 

to the political institutions that set their budgets, conduct oversight, 

and appoint their top officials. Congress and the president have a num-

ber of tools at their disposal to influence the bureaucracy. For example, 

all government funding requires an act of Congress, and members of 

Congress may attach strings and restrictions to this funding. Top jobs 

at federal agencies are usually held 

by presidential appointees, some of 

whom require Senate confirmation. 

The Executive Office of the President 

oversees many agency decisions, in-

cluding promulgating regulations 

and requesting funds from Congress. 

A long line of political science re-

search suggests that these factors 

allow for political control over the 

bureaucracy (see supplementary 

materials).

For example, between 2009 and 

2012, there were three successive ef-

forts by prominent Republicans in 

the House of Representatives to dras-

tically cut or completely eliminate 

National Science Foundation (NSF) 

funding for political science research. 

Although congressional support for 

NSF is mostly bipartisan, Republi-

cans are more likely to express con-

cerns about accountability in NSF 

spending than Democrats (3) in the 

midst of long political battles over 

public funding for social sciences (5). 

In addition, the inclusion of the so-

called “Dickey Amendments” in an-

nual appropriation bills, sponsored 

and supported largely by Republican 

legislators for decades, limited the 

use of federal dollars in human em-

bryonic stem cell research and gun 

violence research. 

Key stages of the appropriations process

Federal agencies send budget requests 
to the president for review.

Executive

branch

Executive

branch

President’s budgetary request
Account-level funding requests

are sent to Congress.

House budget resolution
Broad spending and revenue

targets are proposed.

Senate budget resolution
Broad spending and revenue 

targets are proposed.

House and Senate resolve 
budget differences in conference.

Legislative 
branch 

House committee mark

Appropriations committee 
produces account-level 

spending bills.

Senate committee mark 

  Appropriations committee 
produces account-level 

spending bills.

Conference report
House and Senate resolve differences and send 

final appropriations bills to the president.

President signs or vetoes
appropriations bills.

Stages where account-level data were captured for study
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THE IMPORTANCE OF STUDYING APPROPRIATIONS

Despite such high-profile examples and reasons for concern about dif-

ferential partisan support, we lack any systematic evidence about the 

full scope of federal science funding over time. Our understanding re-

mains limited partly owing to the difficulties in systematically tracing 

the US government’s science- and research-related expenditures. Here 

we leverage a database that categorizes discretionary base budget au-

thority for federal science and research accounts from fiscal years 1980 

to 2020 (beginning 1 October each year) (6). Base budget authority, as 

outlined in annual appropriations bills, serves as the primary mech-

anism for funding the recurring needs of the federal government for 

the normal operation of programs and agencies. It excludes emergency 

budget authority [e.g., 2009 “stimulus” American Recovery and Rein-

vestment Act (ARRA)], mandatory budget authority (e.g., entitlement 

spending like Medicaid, Veterans Benefits, or other one-off statutes like 

the Inflation Reduction Act), and tax expenditures (e.g., tax credits, or 

exclusions that are counted as foregone revenue instead of expendi-

tures). Our analysis focuses exclusively on funding allocated through 

the regular appropriations process, which governs discretionary spend-

ing and excludes budget reconciliation and other forms of mandatory 

spending. Distinct from recent large-scale legislative packages that use 

one-time or mandatory funding mechanisms outside the annual appro-

priations process, our data capture the routine, institutionalized flow of 

federal support for science.

The data are derived from the Comparative Statements of Budget Au-

thority (CSBAs) contained in the House and Senate committee reports, 

as well as the conference reports (or joint explanatory statements) ac-

companying public laws. CSBAs reflect the official scoring of appro-

priations language by the Congressional Budget Office (CBO), ensuring 

consistency in how budget authority is assessed.

We manually identify 171 specific federal appropriations accounts 

across 27 federal agencies associated with science or research activity. 

Appropriations accounts are the basic units that Congress uses to al-

locate funds. Each account typically corresponds to an unnumbered 

paragraph in an appropriations act (see supplementary materials). We 

define science and research broadly, focusing not only on research and 

development (R&D) funding but also on social science and policy re-

search. These accounts include funding for the NSF, National Institutes 

of Health (NIH), Centers for Disease Control and Prevention (CDC), Na-

tional Aeronautics and Space Administration (NASA), R&D programs 

within the Department of Defense (DoD), the National Agricultural Sta-

tistics Service, the Bureau of Labor Statistics, programs within the Cen-

sus Bureau, policy evaluation by the CBO, and numerous other research, 

technology, and development programs across the federal government 

(see table S12  for a full list of programs). The accounts that we identify 

fund government programs related to science and research (e.g., NSF 

grants to external researchers), programs at agencies conducting their 

own scientific activities [e.g., NASA, US Geological Survey, or Depart-

ment of Energy (DOE) National Laboratories like Fermi or Argonne], 

and contracts—legally binding agreements in which the government 

purchases goods or services, including research—from private entities. 

All of these accounts are subject to the detailed budget and ap-

propriations processes involving the president and both chambers 

of Congress (see the first figure). To measure proposed and enacted 

appropriation levels for every year and for each of these 171 science 

and research accounts, we use hand-collected comparative state-

ments of new budget authority contained in documents produced at 

four key stages of the appropriations process: the president’s budget 

request (the president sends account-level funding requests to Con-

gress), reports from House and Senate committee marks (appropria-

tions committees in each chamber produce separate bills containing 

account-level spending), and the conference report (House and Senate 

resolve differences in conference and send final appropriations to the 

president) of the appropriation that was ultimately enacted. We rely 

on the CBO score for each account, which reflects the spending within 

that account that would result from the appropriations bill. The inclu-

sion of presidential budget requests and appropriations in House and 

Senate committee marks , in addition to enacted appropriations, allows 

us to explore differences in institutional priorities in the interbranch 

appropriation bargaining process (6).

The overall share of the federal budget allocated to science- and 

research-related appropriations accounts has evolved during our pe-

riod of observation, as has party control of the Senate, House, and 

presidency (see the second figure). Prior studies of government sci-

ence funding have tended to focus almost exclusively on grantmaking 

activity (see supplementary materials). However, our data reveal that 

the vast majority of federal funding for science comes in the form of 

government contracts rather than competitive grants. As of 2019—the 

last pre-COVID year for which data are available—the federal govern-

ment had $370 billion in outstanding obligations related to grants (and 

The evolution of science– and research–related appropriations, and party control
Analysis of annual budget appropriations figures for 171 science and research accounts reflects how the proportion of the total budget that is allocated to research and 

development has changed over decades, as party control of different parts of the federal government has also changed. For each fiscal year, party control is shown as of 

the prior year, when the appropriations for that fiscal year were enacted.

President

Senate

House

FY1980

Carter Reagan

FY1990 1995

Bush Clinton

FY2000 2005

Bush

FY2010 2015 FY2020

10%

15%

20%

Obama

Science and research 
appropriations

as percent of total budget 
across fiscal years

Republican and Democratic control over time

Trump
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other forms of assistance awards such as cooperative agreements and 

loan guarantees) for science and research accounts, but it had spend-

ing obligations of more than $1.5 trillion for hiring contractors from 

those same accounts (see fig. S2A.) These data document that although 

federal science grantmaking constitutes the majority of science funding 

allocated toward public and private higher learning institutions, it rep-

resents a relatively small proportion of total federal spending on science 

and research. Indeed, we find that during this period, total disburse-

ments from publicly available grantmaking (7) totaled between 7 and 

24% of total nonemergency science and research appropriations, with 

the exception of a short spike in grantmaking that aligns with ARRA. In 

addition, a substantial portion of the government’s science and research 

activity is performed by private contractors.

Since 1980, total science appropriations have varied between $120 

billion and $225 billion in 2021 constant dollars, with the largest share 

historically devoted to the DoD, followed by Health and Human Ser-

vices, the DOE, and NASA (see fig. 

S2B) We observe a large initial out-

lay of funds for the Department of 

Energy in 1980, shortly following its 

establishment (see fig. S2C for the 

distribution of science and research 

appropriations across accounts in 

2020.)

Together, these facts highlight the 

importance of studying appropria-

tions—the funding levels denoted 

in statute and directly set by policy-

makers—to fully capture the gov-

ernment’s role in funding science. 

Appropriations data have several key 

advantages over other measures of 

government funding and public pol-

icy. They reflect the budget author-

ity that Congress provides to federal 

agencies to award grants, enter into 

contracts, or conduct research them-

selves, thereby encompassing all 

major spending categories. Because 

Congress enacts appropriations leg-

islation annually, we can track yearly 

changes and fluctuations in partisan 

control. By examining appropriations 

legislation at key points throughout 

the policy-making process, we can see not only the president’s request 

but also the funding levels proposed by the House and Senate, as well 

as those ultimately enacted into law, allowing us to directly examine 

the influence of partisan dynamics at each stage of the appropriations 

process. Focusing on bills enacted by Congress links funding decisions 

to legislative organization. By contrast, “downstream” measures of gov-

ernment funding (i.e., outlays) can take years to materialize, making it 

difficult to attribute funding choices to the party in control at the time 

of legislative action (8). Examining appropriation bills themselves side-

steps this problem.

FEDERAL APPROPRIATIONS AND POLITICAL CONTROL

We find that, when the House of Representatives or the presidency has 

been controlled by Republicans, appropriations have been, on average, 

substantially higher for science- and research-related accounts than 

when they have been controlled by Democrats. These results occur in 

multiple important agencies and departments.

We assess the relationship between partisan institutional control on 

science funding, using a series of fixed effects regressions on the size of 

enacted appropriations to science and research accounts within a fis-

cal year, with indicator variables for Republican control of the House, 

Senate, and presidency on grant funding and science appropriations. 

Although we estimate all models on nominal dollars, we address sec-

ular and inflationary trends in spending as well as changes in the 

statutory discretionary spending caps by including a control for the 

topline size of the federal budget in all models, as inflation during 

this period fluctuated more sharply than the budget’s overall size, 

and our descriptive focus is on the prioritization of spending in these 

accounts relative to the total budget. We choose these simple, par-

simonious models with few controls as our main models, because 

they are most appropriate for drawing descriptive inferences about 

which party historically allocated more funding to science. Collinear 

controls may absorb relevant variance, and the descriptive mean-

ing of a regression coefficient becomes increasingly opaque as more 

variables are included in the model (9). Nevertheless, for transpar-

ency and robustness, we also report results from expanded models 

with numerous additional controls in which we include indicators 

for whether it is a presidential election year, and whether the year’s 

funding vehicle was a full-year continuing resolution, as well as the 

consumer price index, change in the unemployment rate, the size of 

the budget deficit (in real dollars), change in gross domestic product 

per capita, and account fixed effects. In the supplementary materials, 

we report a suite of alternative specifications—including models us-

ing real dollars without the topline budget; account allocations as a 

share of the topline, agency-level aggregations; stricter definitions of 

“science-related” accounts; and models that account for the margins 

of party control in the House and Senate.

Overall, we find that conditional on the size of the federal budget, 

federal science and research accounts receive more funding when Re-

publicans control the House of Representatives or the presidency (see 

the third figure). Although these associations are consistent in direc-

tion and magnitude when we include the expanded suite of control 

variables, they are not statistically significant at conventional levels. 

Notably, these differences are substantial: According to the simple 

model, the science- and research-related appropriations accounts re-

ceived, on average, roughly $150 million more per account in years when 

Republicans controlled appropriations in the House, and $100 million 

more per account when there was a Republican president. These results 

More funding under Republican House or presidency
The chart shows estimated marginal effects, in millions of dollars appropriated to science and research accounts, of 

Republican control of the House, Senate, and presidency. Bars indicate 95% confidence intervals. See supplementary 

materials for full specifications of regression models. 

Republican control
has no effect Higher

appropriations
Lower
appropriations

The model estimates that roughly
$150 million more is appropriated for science

and research per account under Republican control
of the House than under Democratic control.

The fixed-effects models estimate that science and research appropriations are $___ million more under Republican control.

House of
Representatives

Effect of a 

Republican...

−$100 million$200 $100 million$0 $200 million $300 million

Senate

President

Marginal effects that result from fixed effects regression models

Without controlsWith controls



G
R

A
P

H
IC

: 
M

. 
H

E
R

S
H

E
R

/
S

C
IE

N
C

E
 A

N
D

 V
. 

P
E

N
N

E
Y

/
S

C
IE

N
C

E

1198 18 SEPTEMBER 2025 Science

ANALYSIS

mirror the greater science funding under Republican principals that we 

observe in the grantmaking data, which we explore below.

Greater Republican funding of science extends beyond the DoD, 

which we might expect given the Republican issue ownership of na-

tional defense and their tendency to support higher defense spending 

than their Democratic counterparts (see supplementary materials). By 

reestimating our models of account-level enacted appropriations across 

agencies and departments, we find that Republican lawmakers in the 

House tend to appropriate more money for science in the DoD, CDC, 

NASA, NSF, and NIH, with statistically significant differences at the 

NIH (P < 0.001) and a marginal association at the NSF (P = 0.06). Con-

versely, appropriations to science and research in the DOE are lower 

when Republicans control the House (P = 0.071), possibly because re-

newable energy has been a priority area for many Democrats in recent 

years (10), and because of the large initial outlay when the department 

was established under a Democratic administration (see fig. S2B). Un-

der Republican presidents, we observe higher appropriations to science 

and research accounts in the CDC (P = 0.015), DoD (P = 0.012), and 

NIH (P < 0.001). Notably, science and research accounts in the DoD 

received considerably greater appropriations under Republican presi-

dents, averaging more than $1 billion additional dollars per account. 

By contrast, we observe lower appropriations to science and research 

accounts in the Department of Commerce (P = 0.049) when there is a 

Republican president. Under Republican control of the Senate, we ob-

serve lower appropriations to the CDC, NIH, and NSF, although these 

associations tend to be more modest in size and not statistically sig-

nificant at conventional levels (P > 0.05). There are notable differences 

in average yearly appropriations at the department and agency level 

under Republican and Democratic control of the House of Representa-

tives (see the fourth figure). The full regression results are reported in 

the supplementary materials (fig. S3 and table S3). Although individual 

agency- and department-level associations vary in strength and should 

not be overinterpreted in isolation, the overall pattern indicates that Re-

publican support for science is spread across multiple agencies, rather 

than being concentrated solely in one department such as defense.

 Moreover, the relationships that we observe—where Republican 

control of the House or presidency is associated with greater science 

appropriations—are reinforced by the results from the House and Sen-

ate committee marks. Indeed, the particular nature of our appropria-

tions data allows us not only to examine final enacted budgets but also 

to explore the influence of partisan institutional control throughout 

the budgeting and appropriations process. We estimate the relation-

ship between partisan institutional control and each major stage of 

the budgeting process, beginning with the presidential budget request, 

followed by the committee marks  drafted by the House and Senate Ap-

propriations Committees (see fig. S4, A to C). We re-estimate the mod-

els underlying the third figure at each stage of the budgeting process 

to assess institutional priorities of each negotiating party separately. 

Consistent with the political science literature on legislative bargain-

ing, we expect that policy-makers are strategic and likely anticipate 

what other actors will do (6). For example, senators would be expected 

to alter their appropriations bill depending on which party controls the 

House because the Senate is anticipating the House’s changes to their 

proposal. In line with this logic, at all three stages of the budgeting 

process, we find a positive association between Republican control of 

the House of Representatives and higher appropriations to science and 

research accounts (see fig. S4, A to C). When looking at the House bill 

and the Senate bill, the effect for Republican control of the House is 

robust to the inclusion of our full set of controls (fig. S4, B and C). We 

also find a significant association between Republican control of both 

the presidency and the Senate and science funding in the House bill 

(fig. S4B). Overall, the observed effects of partisan control appear to 

be the most robust when we examine proposed appropriations in the 

House committee marks, with Republican control of all three institu-

tions associated with more proposed spending on science and research 

accounts (see fig. S4, A to C).

Further breaking out our analysis for different time periods, we find 

that Republican control of the presidency is associated with higher sci-

ence and research appropriations from 2001 to 2020 compared with 

1980 to 2000 (see tables S9 and S10). This is consistent with scholar-

ship showing that the capacity of Congress has declined since the 1990s, 

possibly making members of Congress more reliant on the expertise of 

presidents and their staff. Thus, we expect that the president’s influence 

over federal appropriations is increasing over time. This would explain 

why Republican presidents are associated with higher science and re-

search funding toward the end of our period of observation .

Taken together, our results highlight how partisan control of the 

presidency and the House of Representatives—but not the Senate—af-

fects funding for science and research. The large influence of partisan 

control in the House is consistent with the majority party having more 

procedural control over the agenda in the House than in the Senate 

(11). This is partially due to the Senate cloture rule, which requires a 

three-fifths majority to end debate on nearly all proposals, including ap-

propriations bills. As one party rarely has a three-fifths majority in the 

Senate, the cloture rule essentially requires appropriations bills to have 

bipartisan support in the Senate, limiting the influence of the majority 

party. Likewise, the president—as a unitary actor—does not need to ne-

gotiate with the other party before making their budget proposal. This 

may explain why partisanship has a greater influence on the budget 

proposed by the president and the House of Representatives than that 

proposed by the Senate.

Although appropriations data provide important insights into fed-

eral allocations for science and research, grantmaking data remain of 

intrinsic interest to the scientific community because federal grant-

House funding patterns vary by department
The allocation of federal dollars to science and research appropriation accounts 

over time is shown by department. 

National Institutes
of Health (NIH)*

Department of
Energy*

$20,000 $40,000 $60,000 $80,000$0

Department
of Commerce

NASA

National Science
Foundation (NSF)*

CDC

Other*

Average science and research appropriations per fiscal year
(1980−2020, in millions of 2021 constant dollars)

Department
of Defense

Department of
Agriculture

Department of
Transportation*

*Indicates significant difference in funding (P < 0.05) between Republican and Democratic control of the 
House of Representatives. See table S12 for a full list of programs; any of those programs that are not 
specified by name in this figure are included in the category “Other.” NASA, National Aeronautics and Space 
Administration; CDC, Centers for Disease Control and Prevention.

Congress has historically appropriated more
to research and science agencies such as 
the NIH, NSF, and CDC when Republicans
have controlled the House of Representatives, 
compared to when Democrats have had the 
majority, on average from 1980 to 2020.
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making bodies fund the majority of 

university-based sponsored R&D, and 

grant-funded science plays a central 

role in discovery and innovation. Fur-

ther, unlike appropriations data, re-

search grant data can be tied directly 

to research outputs, allowing us to ex-

plore the impact of partisan control of 

funding and oversight institutions on 

the allocation of funds by federal grant-

making bodies across different fields.

Using data from Dimensions (see 

supplementary materials), which 

capture $1.3 trillion (in 2020 constant 

dollars), we analyze grants from 103 

US federal funders between 1952 and 

2019 and find evidence that shifts in 

partisan control of the political insti-

tutions overseeing the agencies and 

departments that disperse federal 

grants are associated with changes in 

grant outlays. Here, we address the 

problem of temporally associating 

outlays to downstream outputs by 

looking at party control at the start 

date associated with a grant. This al-

lows us to evaluate how grantmak-

ing institutions perform differently 

when the principals responsible for 

their oversight are controlled by dif-

ferent parties at the time grants are 

made, not how they act depending on 

which party is in power when their 

budgets were set through the appro-

priations process. When Republicans 

control the House of Representatives, 

the average federal science funder 

disburses approximately $70 million 

more per year compared to when 

Democrats are in control. When the 

Senate is under Republican control, 

funders disburse $45 million less 

per year. (These results are from re-

gression models of the same form as 

those that underlie the third figure, 

applied to grantmaking from 1952 to 

2019, controlling for the size of the 

federal budget with funder fixed effects. See fig. S5A and table S2.)

These variations in grant outlays do not appear to translate to notable 

differences in the prioritization of research fields at a broad level. With 

few exceptions, the proportion of federal grants allocated to specific 

research fields remains roughly consistent, regardless of whether Con-

gress is controlled by Republicans or Democrats, or is divided among 

both parties (see the fifth figure). Overall, we find that funding across 

broad fields of research appears unassociated with changes in partisan 

control of Congress. Using market-share models, which apply a cen-

tered log ratio transformation of the compositional dependent variable 

(i.e., percent of funding to each field of research), we find no substan-

tia l differences in the share of funding allocated toward research fields 

based on party control of government at the time of disbursal, which 

holds both within individual funders and at the aggregate level across 

all funders (see fig. S5, B and C). This result suggests that whereas the 

overall level of funding for science by the federal government differs 

depending on which party controls the levers of power, how these funds 

are distributed across fields does not. 

PATTERNS AND IMPLICATIONS

Our analysis of partisan dynamics in science funding reveals striking 

and previously unknown patterns, which may have important implica-

tions for scholars, science communicators, advocates, and policy-makers. 

First, our analysis of spending data highlights that grantmaking—long a 

central focus of the science of science research—represents only a frac-

tion of total outlays made from US federal science- and research-related 

appropriations accounts. A sizable proportion of these expenditures is 

directed to private firms through contracts, while federal agencies also 

conduct substantial in-house research. Decisions about whether and 

when to enter into contracts, as well as to whom to offer them, are gen-

erally made by federal agencies. The Government Accountability Office 

estimates that in 2023, the federal government spent $478 billion on 

service contracts (12), including research. Thus, to fully understand fed-

eral spending, we need to capture government spending on contracts. 

During the period 1980 to 2020, Republicans allocated more fund-

ing than their Democratic counterparts within the topline budgets, a 

finding that challenges prevailing narratives of Republicans as “anti-

Field-level funding consistency regardless of party control
The proportion of federal grants allocated to specific research fields remains roughly consistent, regardless

of which party controls Congress.
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science” (13). This robust support, observed across multiple agencies 

and departments, underscores the historical importance of Republican 

investments in science and research. These findings suggest that cur-

rent advocacy strategies for science funding aimed at Republican law-

makers could emphasize how investments in research have historically 

aligned with conservative values, such as economic growth, technologi-

cal innovation, and national security. At the same time, they highlight 

that both parties have important roles to play in sustaining bipartisan 

commitment, and that long-term support for science depends on con-

tinued engagement across the political spectrum. Highlighting shared 

priorities that transcend party lines may help maintain bipartisan sup-

port for science funding, especially in polarized political environments.

Although these findings should not be interpreted as implying that 

Democrats do not value or support research and science funding, they 

do suggest that appropriations have historically been more generous 

under Republican control. One plausible explanation for our results 

is that Democrats may have more competing discretionary spending 

priorities such as health care, education, or social insurance, leav-

ing less funding available for science and research. Given a relatively 

stable size of the overall federal budget, Democrats may be faced with 

more challenging trade-offs. Alternatively, it could be the case that 

Republicans prioritize science and research funding more than their 

Democratic peers because a substantial portion of this funding is out-

laid to private firms. Overall, more research is needed to understand 

the mechanisms driving these partisan disparities in science and re-

search funding.

Our analysis also underscores the pivotal role of the president and 

the House of Representatives in shaping appropriations for science and 

research. The president’s budget request plays an important role in 

shaping the appropriations bill enacted by Congress. Likewise, House-

led appropriations decisions appear to exert substantial influence on 

overall funding levels, suggesting that advocacy efforts targeting this 

chamber may be particularly impactful. To safeguard long-term re-

search from the transient nature of political control, policy frameworks 

should emphasize continuity and bipartisan collaboration in science 

funding legislation. Mechanisms like multi-year appropriations or in-

dependent advisory boards could help insulate research funding from 

short-term political shifts, ensuring consistent support for critical sci-

entific endeavors.

Our inability to detect differences in field-level grant allocations 

based on partisan control is a welcome result in today’s politically 

charged climate. This contrast with appropriations results sug-

gests that while partisan dynamics shape funding across agencies, 

the field-level distribution of grants appears comparatively stable, 

perhaps reflecting the influence of internal processes such as peer 

review. This consistency highlights the importance of maintaining 

mechanisms, such as peer-review processes and advisory panels, that 

help depoliticize individual grant-funding decisions. Strengthening 

these safeguards can further protect the independence of federally 

funded research, particularly as subtle differences in funding priori-

ties may emerge under different partisan control.

Appropriations data, as presented in this study, provide a powerful 

tool for policy-makers, researchers, and advocates to monitor and evalu-

ate the influence of political control on science funding. By identifying 

trends and patterns over time, such data can guide targeted advocacy ef-

forts and ensure funding continuity for critical long-term research areas, 

such as climate science, public health, and basic research. The CHIPS 

and Science Act of 2022, which authorized $280 billion for science and 

technology research and manufacturing, illustrates that bipartisan col-

laboration is achievable, even in today’s polarized climate. Although the 

full realization of these commitments depends on subsequent appro-

priations, the Act nonetheless aligns with our findings, showing that 

science funding can attract cross-party support when framed around 

shared priorities.

It is important to note, however, that although appropriations data 

provide a comprehensive view of federal science spending, they cannot 

be easily linked to specific scientific outcomes. Moreover, our ability 

to draw strong causal inferences is constrained by the limited varia-

tion in partisan control over the 40-year period of observation , and 

the endogeneity of party control. In some subperiods—particularly 

earlier decades—party control of the House and Senate is highly col-

linear, further limiting statistical leverage. As such, we caution against 

overinterpreting the magnitude of estimated effects. Our findings are 

best understood as descriptive patterns of association between partisan 

control and science funding—patterns that are robust across multiple 

specifications (see supplementary materials) and broadly consistent 

with institutional theories of agenda control (11). Finally, given the 

constraints of statistical power and the difficulty of isolating effects 

in more polarized recent periods (e.g., post-2010), these results should 

be viewed primarily as documenting historical relationships rather 

than fully capturing contemporary dynamics. Given recent signals of 

declining trust in science among Republican policy-makers (14), the 

past support that we observe is not a guarantee of future funding pri-

orities. Indeed, recent executive budget proposals calling for substan-

tial cuts to major scientific agencies illustrate how quickly shifts in 

political alignment can reshape the funding and scientific landscape. 

Policy-makers and science communicators should continue to empha-

size the immense social, economic, and strategic value of bipartisan 

investments in science to sustain long-term support.

Overall, our findings highlight the complexity of the relationship be-

tween political control and federal science funding, challenging conven-

tional narratives and providing a more nuanced understanding of the 

bipartisan dynamics at play. By illuminating these dynamics, this paper 

offers a foundation for more effective science advocacy and policy de-

sign. It underscores the importance of framing science funding as a bi-

partisan priority that advances shared societal goals, while also calling 

for vigilance to protect science from political interference. �
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BATTERIES

The contrast between monovalent  
and multivalent metal battery anodes
Yuanjian Li†, Sonal Kumar†, Gaoliang Yang†, Jun Lu*, Yan Yao*, Kisuk Kang*, Zhi Wei Seh*

BACKGROUND: Batteries are an integral component of an electrified 

modern society, as they power consumer electronics and electric 

vehicles and help to integrate intermittent renewable energy into smart 

grids. With performance requirements constantly increasing, there is 

much demand for high–energy density and low- cost batteries, beyond 

the capabilities of widely commercialized lithium (Li)–ion batteries. For 

a battery anode, Li metal is considered to be one of the most attractive 

choices because of its high theoretical specific capacity and negative 

electrochemical potential. Other promising anode candidates include 

sodium (Na), potassium (K), magnesium (Mg), calcium (Ca), and 

aluminum (Al) metals, as their crustal abundance is higher than that of 

Li. Furthermore, all these monovalent (Li, Na, K) and multivalent (Mg, 

Ca, Al) metal anodes are indispensable for next- generation high- energy, 

low- cost metal- sulfur and metal- air batteries.

ADVANCES: After decades of research and development, the practical 

applications of the monovalent and multivalent metal anodes in 

nonaqueous rechargeable batteries are still plagued by common 

problems and specific challenges. (i) Irregular deposition is a common 

occurrence during electrochemical plating of Li, Na, K, Mg, Ca, and Al 

metals; however, the deposition morphologies are distinct for different 

metals. Specifically, monovalent metals easily grow into whisker- like, 

moss- like, and tree- like dendrites, whereas multivalent metals prefer 

deposition morphologies such as interconnected platelets and random 

fibers or spheres. There are also some reports of spherical dendrite 

growth for monovalent anodes and tree- like growth for multivalent 

anodes. (ii) Owing to their negative electrochemical potential, the 

considered metal anodes can readily react with electrolyte components 

such as solvents and salts to produce a heterogeneous interface layer, 

comprising both organics and inorganics. In monovalent batteries, Li
+
, 

Na
+
,
 
and K

+
 cations are mostly surrounded by solvent molecules, and the 

as- formed solvent- dominated solvation structure leads to the production 

of organic- rich solid- electrolyte interphases (SEIs) on Li, Na, and K 

anodes, which permit the facile conduction of their respective ions. 

Conversely, the multivalent nature of Mg
2+

, Ca
2+

, and Al
3+ 

cations not 

only induces a strong tendency to form anion-participated solvation 

structure in conventional nonaqueous electrolytes but also tends to form 

inorganic- rich SEI layers. This makes it more difficult for multivalent 

cations with high charge density to diffuse across the nanointerface 

between the electrolyte and their corresponding metal anodes.

OUTLOOK: With a comprehensive understanding of the commonalities 

and differences between the electrochemical characteristics of 

monovalent and multivalent metal anodes, some general design 

principles and universal trends for these metal anodes emerge. (i) The 

desired deposition morphology for reversible metal cycling should 

comprise homogeneous and closely packed crystals with a specific 

crystallographic orientation, for example, (110) for Li, Na, and K; (002) 

for Mg; and (111) for Ca and Al. (ii) A favorable SEI usually requires 

similar homogeneous structures (e.g., multilayer and monolithic 

structures) yet different chemical compositions (e.g., a fluorinated 

inorganic- rich SEI for Li, Na, and K versus a hydrogenated organic- rich 

SEI for Mg and Ca) to achieve some universal merits of high ion 

conductivity, electronic insulation, (electro)chemical stability, and 

mechanically rigid- flexible synergy. (iii) Smart electrolyte design 

strategies are required to achieve desired deposition morphology and 

SEI chemistries, for example, (locally) high salt concentration and 

weakly solvating electrolytes for monovalent systems versus strongly 

solvating and weakly ion- paring electrolytes for multivalent systems. 

The successful commercialization of these metal anode- based battery 

technologies further demands leveraging intrinsic advantages for 

specific applications, for example, high- energy Li- metal batteries for 

long- range electric vehicles, cost- effective Na-  and K- metal batteries for 

large- scale energy storage, and thermally resilient Mg- , Ca- , and 

Al- metal batteries for extreme- environment applications. 

*Corresponding author. Email: junzoelu@ zju. edu. cn (J.L.); yyao4@ uh. edu (Y.Y.); 
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equally to this work. Cite this article as Y. Li et al., Science 390, eadl5482 (2025).  
DOI: 10.1126/science.adl5482

Li, Na, K Ca, Mg, Al

Cathode

Monovalent

chemistry
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chemistryorganics inorganics

cationcation

Electrochemical behavior of monovalent and multivalent metal anodes. In the 

monovalent battery (left), cations tend to coordinate with solvent molecules, forming a 

solvent- dominated electrolyte solvation structure that is easily reduced to form an 

organic- rich, ion- conducting interphase. In the multivalent battery (right), the stronger 

Coulombic force of multivalent cations toward anions leads to an anion- participated 

electrolyte solvation structure, the decomposition of which induces the formation of 

inorganic- rich, ion- insulating interphases. Furthermore, unlike monovalent metals, which 

easily grow into whisker- like, moss- like, and tree- like dendrites, multivalent metals prefer 

deposition morphologies such as interconnected platelets and random fibers or spheres.



1202  18 SEPTEMBER 2025 Science

ANIMAL COMMUNICATION

Confirming the 
intuitive
Humans naturally categorize 
sounds, whether they be from 
our own languages or those 
we perceive in other species. 
We can’t directly ask those 
species, however, whether our 
categorization of their sounds 
matches their own inter-
pretations of the meanings 
associated with them. Elie et al. 
conducted auditory discrimi-
nation tasks with zebra finches 
and found that the birds both 
discriminated and categorized 
the presumed meanings of 
their calls. Thus, the birds both 
understand the categories of 

their calls and create mental 
representations of their mean-
ing, similar to what humans do. 
—Sacha Vignieri
Science p. 1210, 10.1126/science.ads8482

MARINE ECOLOGY

Stressed seas
Human activities are putting 
increased pressure on marine 
ecosystems. Halpern et al. 
mapped the intensity of 10 dif-
ferent types of human-caused 
pressure, including the effects 
of climate change, fishing, and 
pollution, across the global 
oceans. Overlapping these data 
with the distribution of marine 
habitats and their vulner-
abilities to stressors provides 

estimates of total impacts 
on ecosystems. Cumulative 
impacts are expected to dou-
ble by midcentury, including 
in countries and coastal areas 
where people depend heavily 
on marine resources. Ocean 
warming and fisheries are two 
of the largest impacts, sug-
gesting that curbing climate 
change and sustainable fisher-
ies management could relieve 
stress on marine ecosystems. 
—Bianca Lopez
Science p. 1216, 10.1126/science.adv2906

RANGELANDS

Drivers of degradation
Rangelands provide livelihoods 
for billions of people but are 

being increasingly degraded. 
Overgrazing is often cited as a 
cause of this degradation, but 
the relative effects of grazing 
and climate change are poorly 
understood. Purevjav et al. 
designed a quasiexperimen-
tal study to disentangle the 
effects of climate and herd 
size on rangeland primary 
productivity in Mongolia, where 
livelihoods depend on range-
lands and more than  half of 
these rangelands are consid-
ered degraded. Although herd 
size had a negative effect on 
productivity, weather effects 
were much larger, particularly 
at decadal scales over which 
herders can adapt to chang-
ing conditions. These results 
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MONSOONS

It’s raining, it’s pouring
India, the world’s most populous country and third-largest economy, depends on the rainfall it receives during the summer  monsoon 

season. How much and when that rain falls has major implications for the environment, agriculture, water supply, and river flow. 

Hill et al. found that although the well-documented effect of El Niño events is to decrease summer rainfall, it also paradoxically 

intensifies extreme daily precipitation amounts, thereby resulting in hazardous conditions across the region. The processes that 

create this intensification may be important in other tropical locations as well. —Jesse Smith Science p. 1220, 10.1126/science.adg5577

Monsoon downpours like this one in Mumbai, India, can be intensified by the El Niño weather pattern. 
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IMMUNOMETABOLISM

Too tired to fight
CD8+ T lymphocytes are 

specialized immune cells 

that kill tumors and foreign 

pathogens. As T cells lose 

the capacity to proliferate, 

they enter an exhausted-

like state that reduces their 

ability to fight tumors and 

infected cells. Because T cell 

proliferation requires mito-

chondrial respiration, Steinert 

et al. investigated how mito-

chondrial functions affect 

distinct T cell states. Using 

genetically engineered T cells, 

the researchers studied the 

role of the mitochondrial elec-

tron transport chain and the 

effects of impaired complex 

III function. Mitochondrial 

metabolism was found to be 
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suggest that policies limiting 
herd sizes may affect people 
without preventing rangeland 
degradation and support the 
need to curb climate change to 
protect ecosystems and liveli-
hoods. —Bianca Lopez
Science p. 1229, 10.1126/science.adn0005

QUANTUM PROCESSING

Entangling
nuclear spins
The maturity of experimental 
studies of nuclear magnetic 
resonance and the sophis-
tication with which nuclear 
spins can be manipulated 
provided the first demonstra-
tion of a quantum computer 
platform. However, progress 
stalled early on when it was 
realized that scaling up was 
problematic. Stemp et al. now 
demonstrate direct entangle-
ment between two nuclear 
spins that are separated by a 
relatively long distance. Two 
phosphorus atoms implanted 
in silicon formed a system 
comprising two 31P nuclei and 
two bound electrons. Control 
of the exchange interaction 
between the two electrons 
resulted in quantum entangle-
ment of the two nuclear spins. 
The results and scalability of 
the method are promising for 
the development of nuclear 
spin–based quantum comput-
ers. —Ian S. Osborne

Science p. 1234, 10.1126/science.ady3799

ORGANIC CHEMISTRY

Sulfur helps
produce Z olefins
An enduring challenge in 
organic chemistry is the selec-
tive synthesis of Z olefins, 
carbon-carbon double bonds 
with the largest substituents 
on each carbon oriented on 
the same side of the bond axis. 
Verardi et al. report a method 
that electrochemically replaces 
carbon-hydrogen bonds on 
olefins with sulfonium groups. 
Surprisingly, one of the groups 
then underwent elimination in 
a Z-selective manner. The other 
group could then be replaced 
with a versatile range of 

substituents that preserve the Z 
geometry. —Jake S. Yeston

Science p. 1239, 10.1126/science.adv7630

INNATE IMMUNITY

Ramping up NK
cells with mTORC1
Natural killer (NK) cells have 
antitumor activity that is 
primed by interleukin-15 (IL-15) 
and IL-18, components of a 
cytokine cocktail used in NK 
cell–based cancer immuno-
therapy. Fallone et al. found that 
IL-15 and IL-18 synergized to 
activate the signaling complex 
mTORC1, which resulted in 
increased proliferation and 
function of both mouse and 
human NK cells. IL-15 and IL-18 
stimulated mTORC1 activity 
through distinct pathways not 
previously implicated in its 
regulation. The combination 
of IL-15 and IL-18 improved 
the survival of mice engrafted 
with tumor cells, suggesting a 
therapeutic strategy to enhance 
the efficacy of NK cell–based 
cancer immunotherapy. 
—Wei Wong

Sci. Signal. (2025)

10.1126/scisignal.adq8778

CLIMATE IMPACTS

A fiery blow to snow loss
As the climate has warmed, 
the mountainous regions of 
the western US have experi-
enced earlier snow cover loss. 
This change threatens water 
resources and may result in 
greater wildfire extent and 
frequency, consequences 
that in turn pose a threat to 
ecosystems and communities. 
Koshkin et al. used remote 
sensing data to demonstrate 
that the increase in low-albedo 
burned and charred forests 
within snow-dominated water-
sheds is further exacerbating 
snow melt, particularly at lower 
elevations. This trend will likely 
continue with further warming. 
Identifying those areas where 
the timing of postfire snow 
decrease will be the greatest is 
critical for managing already 
vulnerable water resources. 
—Peter U. Clark

Sci. Adv. (2025) 10.1126/sciadv.adt9866P
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Monarch butterflies collected near Pacific Grove, California, 

were found to contain high doses of insecticides, which is likely 

contributing to their declining populations.

INSECT DECLINES

Mass monarch mortality
Monarch butterflies were once welcomed each 
year as they returned from their southern migra-
tions to various mass roosting sites. However, since 
the 1980s, their North American populations have 
declined by 80 to 90%. Many drivers of this decline 
have been hypothesized, but the specifics remain 
unclear. Cibotti et al. tested butterflies collected from 
a mass mortality event that occurred at an overwin-
tering site in California. They found evidence of 15 
different pesticides within the bodies of the mon-
archs, with individuals containing several on average. 
Pyrethroid insecticides were present in nearly every 
animal and at or near the chemical’s lethal dose. 
Although other factors may also be contributing to 
the decline of monarch butterflies, insecticides are 
clearly taking a heavy toll. —Sacha Vignieri

Environ. Toxicol. Chem. (2025) 10.1093/etojnl/vgaf163 
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required for T cell proliferation, 

whereas mitochondrial-derived 

reactive oxygen species were 

necessary for the formation 

of T cell memory responses. 

—Priscilla N. Kelly

Nat. Immunol. (2025)

10.1038/s41590-025-02202-x

IMMUNOLOGY

Prior immunity
changes pathology
After infection with 

Mycobacterium tuberculosis

(Mtb), the bacteria that causes 

tuberculosis (TB), immune 

cells can aggregate in the 

lungs, forming structures 

known as granulomas. Gern 

et al. used mouse models to 

investigate the heterogene-

ity of these granulomas, 

particularly to understand 

how they differ depending on 

existing immunity to Mtb. In 

the absence of prior immuni-

zation, neutrophils prevented 

CD4 T cells from stimulating 

macrophages, and the mice 

developed granulomas with a 

core of dead cells, which had 

the potential to cause lung 

pathology. When mice were 

immunized in tandem with 

being infected, CD4 T cells 

and macrophage responses 

were more dominant, correlat-

ing with infected cells being 

contained within alveolar sacs. 

—Sarah H. Ross

J. Exp. Med. (2025)

10.1084/jem.20250161

PHAGE WARFARE

Exclude and survive
Lytic bacteriophages infect 

bacteria, hijack their synthetic 

machinery to grow viral prog-

eny, and then lyse the host cell, 

releasing new phages to infect 

new hosts. In a genetic screen 

for mutants of the bacterium 

Bacillus subtilis, Fiyaksel et al. 

identified the highly conserved 

protein YjbH as a key factor 

that restricts plaque expan-

sion after infection by lytic 

phages. YjbH bound directly 

to the penetrating phage 

genome and accumulated 

beneath the phage injec-

tion site. Subsequently, YjbH 

confined the newly synthesized 

phage components to this 

specific subcellular position. 

The cell division machinery 

was then recruited to this site, 

forming an asymmetric septal 

barrier that encapsulated 

the phage components. This 

orchestrated “exclude and 

survive” mechanism effec-

tively “cures” infected cells. 

—Stella M. Hurtley

Cell Rep. (2025)

10.1016/j.celrep.2025.115994

FUEL CELLS

A gel makes contact
In traditional fuel cells, perfor-

mance is often exchanged for 

flexibility. Tubular-shaped elec-

trochemical cell configurations 

provide an expanded area for 

fuel generation, offering a por-

table energy supply. However, 

they require rigid support 

materials that decrease flexibil-

ity and interfacial contact. Yuan 

et al. incorporated woven cot-

ton fibers encapsulated in a gel 

matrix in a direct methanol fuel 

cell. The cotton fibers provided 

support, and the cross-linked 

polymer gels underwent 

swelling in methanol that cre-

ated external pressure in the 

radial direction. This produced 

sufficient interfacial contact 

between electrochemical cell 

components and suppressed 

unwanted methanol perme-

ation into membrane electrode 

assemblies. This approach 

addresses key issues in flexible 

fuel cell design for practical 

applications. —Sumin Jin

Nat. Mater. (2025)

10.1038/s41563-025-02319-2

PHOTOPHYSICS

Double charged
Photoredox catalysis uses 

light to excite a chromophore 

that then activates reactants 

through electron transfer. In 

principle, the absorption of 

more than one photon could 

excite multiple electrons to 

spur complex reactions, but 

charge repulsion tends to 

hinder that option. Brändlin 

et al. now report the design 

of a special molecule that 

incorporates a ruthenium 

chromophore flanked by two 

electron acceptors on one side 

and two hole acceptors on the 

other. Sequential excitation 

produces two adjacent nega-

tive charges balanced by two 

adjacent positive charges in a 

high-energy state that persists 

for at least 100 nanoseconds, 

long enough for potential 

intermolecular reactivity. 

—Jake S. Yeston

Nat. Chem. (2025)

10.1038/s41557-025-01912-x

FOOD CHEMISTRY

Chocolate’s microbial flavor mixers
The appealing flavors of fermented foods are the result of microbial degradation and trans-

formation of the raw food material. For complex foods such as cacao beans, this process 

can be heterogeneous and complex, with many species changing over time and according 

to local conditions. Gopaulchan et al. surveyed the microbial species involved in cacao bean 

fermentation at farms in Colombia and reconstructed a synthetic consortium containing five 

bacteria and four fungi capable of generating favorable flavors and chemical properties in 

fermentation experiments. These results provide a window of molecular and genetic insight 

into fermentation processes established by long tradition and experience. 

—Michael A. Funk Nat. Microbiol. (2025) 10.1038/s41564-025-02077-6

Coffee bean fermentation using a synthetic mixture of particular bacteria and fungi can generate flavors 

and chemical properties similar to those produced by traditional fermentation methods.
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MOLECULAR BIOLOGY

Functional maps of a genomic locus reveal confinement  
of an enhancer by its target gene
Mathias Eder†, Christina J. I. Moene†, Lise Dauban, Mikhail Magnitov, Jamie Drayton, Marcel de Haas, Christ Leemans, 

Martijn Verkuilen, Elzo de Wit, Anders S. Hansen, Bas van Steensel* 

INTRODUCTION: Mammalian genes are regulated by promoters, in 

which transcription initiates, and enhancers that can activate 

them over long distances. However, exactly how the relative 

position of these elements within a genomic locus affects gene 

expression is still poorly understood. 

RATIONALE: To study the logic underlying the relative  

positioning of genes and their enhancers, it is necessary to alter 

these arrangements systematically. We developed a high- 

throughput method based on the Sleeping Beauty transposon to 

randomly relocate (“hop”) a fluorescent promoter reporter to 

thousands of positions within a single genomic locus. By  

sorting cells for different levels of reporter expression and 

mapping the location of integrations, we constructed detailed 

functional maps of reporter expression as a function of  

position throughout the locus. We applied this technology to 

map the functional landscape of the Sox2 locus [about 1 

megabase (Mb) in size] in mouse embryonic stem cells. This 

locus contains only one gene, Sox2, which is fully dependent on 

a large enhancer located ~100 kilobases (kb) downstream  

of the gene. 

RESULTS: Hopping the reporter in the presence of the endog-

enous Sox2 gene reveals that reporter activity is sharply 

confined to the region between the gene and the enhancer, with 

peaks of activity near the locations of the endogenous  

gene and enhancer. This functional map resembles the pattern  

of preexisting three- dimensional (3D) contacts of the enhancer, 

suggesting that these contacts are important for enhancer 

function. Upon deletion of the endogenous Sox2 gene,  

reporter activity increases strongly throughout the locus  

and the enhancer can activate reporters across a larger region. 

This demonstrates that the endogenous Sox2 gene confines  

the realm of influence of the enhancer.  Because the reporter—

driven by the Sox2 promoter alone—had no such effect, we 

searched for a sequence in the gene that provides it with this 

competitive edge. Modified versions of the reporter revealed  

that the Sox2 coding sequence, a single ~1- kb exon, boosts 

reporter activity and increases the ability to compete  

with the endogenous gene. Taken together with available 

epigenome and 3D interaction data, these results indicate that 

this coding sequence harbors an enhancer- like element that 

allows the gene to interact efficiently with the enhancer.

CONCLUSION: By inserting a promoter reporter into thousands  

of locations throughout the Sox2 locus, we created high- 

resolution functional maps that reveal how the activity of a 

promoter depends on its precise genomic position. This revealed 

that the Sox2 gene can confine the realm of influence of its own 

enhancer, limiting activation of a second promoter. This 

confining effect is at least partially encoded in the coding region 

of the Sox2 gene. Our technology to locally relocate DNA 

elements in a highly scalable manner offers many opportunities 

to study fundamental aspects of genome biology. 

*Corresponding author. Email: b. v. steensel@ nki. nl †These authors contributed equally to 
this work. Cite this article as M. Eder et al., Science 389, eads6552 (2025). DOI:10.1126/
science.ads6552

Sox2 genereporter

high

mid

low

Sox2 deleted

Sox2 present

re
p

o
rt

e
r 

a
c
ti
v
it
y

enhancer

1. Random hopping of reporter

2. Determine location & expression

3. Result: functional map

A high- throughput relocation tool to 

map the functional landscape of 

Sox2 in mESCs. Relocation of Sox2 

reporters (1) to thousands of genomic 

locations in the endogenous Sox2 

locus (2) to map the location- dependent 

activity of the Sox2 promoter. (3) The 

presence of the endogenous Sox2 

gene confines the realm of influence of 

the enhancer; upon Sox2 deletion, the 

reporter activity increases and spreads 

across a wider region.
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Kinetic organization of the genome revealed  
by ultraresolution multiscale live imaging
Joo Lee, Liang- Fu Chen, Simon Gaudin, Kavvya Gupta, Ana Novacic, Andrew Spakowitz, Alistair Nicol Boettiger* 

INTRODUCTION: Recent work revealed that genome folding is 

intricately organized, and this organization underlies critical 

genome functions, including how gene expression is regulated. 

A key player is cohesin, a motor protein complex hypothesized 

to extrude DNA loops and thus divide the genome into self- 

interacting structural domains. Yet individual genome folds are 

highly divergent and heterogeneous, where the domains only 

arise as a statistical average over many cells. Recent live 

imaging of genome motion highlights the dynamic nature of the 

genome, suggesting that motion, rather than structure, under-

lies genome function. 

RATIONALE: To observe genome motion across multiple scales 

and chromatin states, we made improvements on current 

limitations of genome live imaging: resolution (in space and 

time) and coverage (both in number of observations and 

number of loci being observed). We optimized fluorescent DNA 

labels to be brighter, more photostable, and miniaturized. A pair 

of optimized fluorescent labels were inserted, and then one of 

the labels, designed to be self- tiling and self- mapping, was 

redistributed across the chromosome, rapidly generating cell 

lines with labels spanning various genomic separations. We 

imaged selected cell lines in ultraresolution—revealing previ-

ously unseen subsecond, nanometer- scale single- cell dynamics. 

Using automated microscopy and a computational framework to 

analyze high data volumes, we have collected unprecedentedly 

deep-  and high- resolution live- cell genome motion data across 

genomic separations ranging from 5 kb to 73 Mb.

RESULTS: We find that genomic loci with submegabase separation, 

typical of regulatory elements and their target genes, can 

transition from their average distance (200 to 500 nm) to contact 

(<50 nm) in tens of seconds—much faster than previously 

anticipated. We find that these rapid search kinetics are confined 

within genomic domains, as crossing the domain boundary 

greatly impedes search speeds. Within these kinetic domains, 

search time is only weakly coupled to genomic separation— 

increasing from an average of 20 s for 20- kb separation to 60 s 

for 407- kb separation. Without cohesin, the kinetic differences 

between domains are lost. Intradomain searches take longer and 

depend more strongly on genomic separation, following the 

theoretical predictions of a “crumpled globule”—a densely  

packed, diffusing polymer. Moreover, we observed signatures  

of active loop extrusion in the form of previously unseen proces-

sive linear motion between loci pairs, unique to cohesin- positive 

cells and specific genomic separations predicted by polymer 

simulations with cohesin. These processive events provide  

an estimate of the in vivo speed of active loop extrusion of  

2.7 kb per second.

CONCLUSION: Our results support the view of a highly dynamic, 

ever- refolding genome. We find that cohesin not only  

shapes the genome but also provides rapid motor activity, 

facilitating accelerated search between distant genomic 

elements. The domain boundaries function as a kinetic border, 

dividing the genome into kinetic domains of accelerated search— 

rather than stable, stereotyped structural domains as  

previously depicted. These findings, along with our  

improvements to live imaging of genome motion, help  

to elucidate how kinetic organization of the genome  

can shape genome function in individual cells. 

*Corresponding author. Email: boettiger@ stanford. edu Cite this article as J. Lee et al., 
Science 389, eadx2202 (2025). DOI: 10.1126/science.adx2202
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POPULATION DYNAMICS

Genomic demography predicts community  
dynamics in a temperate montane forest
James P. O’Dwyer*, James A. Lutz, Tyler Schappe,  Dana Alegre, Andrew N. Black, Niklaus J. Grünwald, F. Andrew Jones 

INTRODUCTION: Species population sizes inevitably fluctuate  

over time, with important consequences for ecological  

community composition and the maintenance of biodiversity. But 

developing and parameterizing predictive models for these 

population changes has been an outstanding challenge. Although 

abiotic variables such as rainfall can correlate with these fluctua-

tions, a promising modeling approach for population dynamics  

is based on the effects of life history—i.e., the changes in vital rates 

over the life span of an individual organism. Life- history variation 

across species can serve to amplify or constrain population 

fluctuations, but quantifying these differences may require years 

or decades of observational data for mortality, growth, and 

reproductive rates.

RATIONALE: To address this challenge, we identify a connection 

between patterns of genomic variation within a single population, 

and the population dynamics within a community. Specifically, 

correlations among alleles across a set of genomes are related to 

the life history and recent size fluctuations of that population, 

particularly large demographic events such as population bottle-

necks. Thus, population genomic assays across multiple co- 

occurring species in a community provide a window into their 

life- history differences and enable prediction of community 

dynamics. We test this connection in a temperate montane forest, 

the Wind River Forest Dynamics Plot in southern Washington 

state, where we characterize population genetic variation for eight 

dominant species and determine population size changes across 

three censuses.

RESULTS: Using a mean field model, we relate the observation of 

species population sizes at a single time point, alongside a single 

assay of genetic effective population size within each population, 

and use this combination to make predictions for the typical size of 

population fluctuations. In general, we expect that larger popula-

tions will exhibit larger fluctuations, but the precise relationship is 

nonlinear and has been challenging to predict from first principles. 

We show that our population genomic- derived predictions capture 

this scaling behavior, and that our predictions for population 

fluctuations are strongly correlated with demographic observations 

from traditional censuses. This accuracy is achieved without any 

tunable, free parameters.

CONCLUSION: Our study demonstrates that genomic  

demography can be used to make ecological predictions.  

Linkage disequilibrium correlations found within and among  

plant genomes record a history of past population dynamics, and 

this memory can then be used to make predictions for future 

dynamics. Notably, improvement in modeling accuracy was 

achieved with genetic information collected at a single time point. 

Given the expense of generating genetic data, only needing to 

collect such data once limits this potential burden. Our approach 

may also facilitate the incorporation of multiple other ecological 

processes, whenever those processes leave a detectable genomic 

signature. 

*Corresponding author. Email: jodwyer@ illinois. edu Cite this article as J. P. O’Dwyer et al., 
Science 389, eadu6396 (2025). DOI: 10.1126/science.adu6396

A pipeline for genomic demography. Population genomic data and census data can be combined to parameterize a mean field model of population dynamics and competition. 

The outcome of this model allows us to make predictions for population fluctuations over time. Species abbreviations are provided in table S1.P
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1206 genomes reveal origin and movement  
of Aedes aegypti driving increased dengue risk
Jacob E. Crawford* et al. 

INTRODUCTION: Approximately 4 billion people are at risk of 

contracting the mosquito- transmitted disease dengue each year in 

tropical and subtropical regions and increasingly in temperate 

regions. An effective vaccine for dengue is not widely available, so 

controlling the primary mosquito vector Aedes aegypti is key to 

limiting the impact of dengue and other viral diseases transmitted by 

this mosquito, including Zika, chikungunya, and yellow fever. The 

ancestral subspecies of Ae. aegypti is a forest- dwelling ecological 

generalist, Ae. aegypti formosus (Aaf), that feeds on a variety of hosts 

in Africa, but viral transmission is driven by a globally invasive, 

human- preferring subspecies, Ae. aegypti aegypti (Aaa), that emerged 

more recently. Historical disease records suggest that Ae. aegypti 

emigrated from Africa to the Americas on ships during the Atlantic 

slave trade (AST), but the role that the AST played in the origin of 

invasive Aaa is not clear. Previous global population genetic surveys 

revealed populations both inside and outside Africa distributed along 

an ancestry gradient between Aaf and Aaa that provided clues into 

the early stages of the domestication process leading to Aaa.

RATIONALE: Advances in whole- genome sequencing (WGS) and 

methods for inferring evolutionary patterns from WGS data have 

advanced the ability to resolve complex signals in population 

genetics data. However, WGS analysis of Ae. aegypti has been 

limited in large part by its genome that is both larger and more 

repetitive than most other insect pests. A WGS dataset including 

populations from both the ancestral subspecies Aaf and the invasive 

human- specialist Aaa would allow high- resolution inference of 

genetic signals that could produce a clearer understanding of 

historical shifts as well as contemporary movement and molecular 

changes that could impact public health.

RESULTS: In this work, we present the Aaeg1200 WGS dataset, 

including 1206 whole genomes from 73 locations throughout the 

distributions of Aaf and Aaa. We aligned sequencing reads to a 

chromosome- level genome reference sequence for analysis and 

identified sites of more than 141 million single- nucleotide polymor-

phisms (SNPs) , 53.3% of which are found exclusively in Aaf. To 

determine whether Aaf- like Ae. aegypti from Argentina is a recent 

introduction or relict from the AST, we fitted coalescent models to 

phased haplotypes and SNP frequency data and showed that 

Argentine Ae. aegypti split from African populations ~320 years ago 

around the time of the AST and that invasive Aaa split from 

Argentina ~100 years later. Representative invasive Aaa populations 

show signs of natural selection at several regions, suggesting a role 

for adaptation to new pathogens and feeding habits that may have 

enabled further expansion into new environments. On the basis of 

phased haplotype data, we show evidence for recent secondary 

contact among the subspecies that has, in some cases, resulted in 

extensive sharing of insecticide- resistance mutations and introduc-

tion of these mutations into Africa.

CONCLUSION: Ae. aegypti is a major threat to public health and  

also a useful model for the study of domestication, the evolution  

of human blood feeding, and neo- sex chromosome evolution, as 

well as additional basic and applied research questions. The 

Aaeg1200 WGS dataset was assembled to help address these and 

other questions to enable improved understanding of the molecular 

changes and evolutionary processes underlying this disease vector. 

Chemical insecticides are an essential tool in the fight against  

Ae. aegypti, and datasets such as Aaeg1200 will help understand 

and manage the spread of resistance and enable new tools to be 

developed in the fight to reduce the burden of dengue and other 

mosquito- borne viruses. 

*Corresponding author. Email: jacobcrawford@ google. com Cite this article as  
J. E. Crawford et al., Science 389, eads3732 (2025). DOI: 10.1126/science.ads3732

Human specialists emigrated 
during Atlantic Slave Trade

Invasive human specialists spread
across globe and more recently to Africa 

Invasive Aedes aegypti global 

migration spreads insecticide 

resistance and increases 

arboviral risk. DNA sequence 

analysis revealed that the origin of 

invasive Ae. aegypti aegypti 

occurred after emigration to the 

Americas and the Caribbean, 

where the subspecies adapted to 

new environments. Mutations 

conferring resistance to common 

insecticides have emerged 

independently in multiple 

locations and spread through 

recent transcontinental migration, 

increasing arboviral risk in Africa, 

among other locations.
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Genomic diversity of the African malaria  
vector Anopheles funestus
Marilou Boddé†, Joachim Nwezeobi†, et al. 

INTRODUCTION: The mosquito species Anopheles funestus is a major 

contributor to human malaria transmission across its vast sub- 

Saharan African range. Vector control of the other three major 

malaria-transmitting species in the Gambiae Complex has benefited 

from a deep understanding of genetic diversity, population structure, 

and the emergence and spread of insecticide resistance through the 

whole- genome sequencing of hundreds of individuals from many 

African countries. We completed whole- genome sequencing of  

656 modern samples collected since 2014 and 45 historic samples 

collected between 1927 and 1967 to create a foundational under-

standing of genomic diversity in An. funestus across the continent.

RATIONALE: Since large scale deployment of insecticides began in 

the 1950s, An. funestus has rapidly evolved resistance throughout 

much of its range. However, it is an open question whether 

resistance alleles have evolved independently in multiple locations, 

whether they are shared between different populations through 

gene flow, or whether resistant populations have entirely replaced 

historically susceptible populations. A clearer genomic view on 

continental population structure is crucial for implementing 

strategic use of insecticides, taking into account the potential 

emergence and spread of insecticide resistance alleles. Additionally, 

with the implementation of gene drive release for vector control 

likely in the coming years, we need to be able to predict the spread 

of gene drive under different release scenarios, which is only 

possible if detailed knowledge of population connectivity across the 

continent, and how it varies along the genome, is in place.

RESULTS: We found that the 17 geographic regions from which our 

samples originated form six population clusters with varying 

degrees of genome- wide differentiation. One of these populations, 

the Equatorial cohort, spans more than 4000 km and comprises 

individuals from seven countries. In close geographic proximity to 

this cohort, we found two genetically distinct ecotypes that 

appear to have a restricted range and distinct chromosomal 

karyotypes. Using a windowed principal components analysis 

(PCA) approach, we explored structure across the genome. We 

used this approach to identify segregating inversions and classify 

every individual into its specific inversion karyotype. We also 

identified genomic regions that have exceptional levels of 

divergence in comparison to other collinear parts of the genome. 

Some of these outlier regions are clearly driven by selection for 

insecticide resistance, as they contain loci with excessive haplo-

type sharing, often centered on genes known to play a role in 

insecticide resist ance in many insect species. We show that the 

Gste2 resistance allele has at least two independent origins and 

that, despite reports of DDT resistance emerging in the 1950s, 

none of the historic samples in this study carry DDT resistance 

alleles found in modern-day populations.

CONCLUSION: Variable structure—such as that observed in this 

work, with some populations readily sharing alleles across the 

continent, and others clearly geographically proximal but geneti-

cally distinct—is a challenge for vector control. Even if the 

Gambiae Complex disappeared today, malaria would still rage 

through Africa until An. funestus is also effectively targeted. The 

greater understanding of the high levels of genetic diversity  

and the complex population structure of An. funestus presented  

in this study will underpin smarter surveillance and targeted 

vector control. 
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ANIMAL COMMUNICATION

Categorical and semantic 
perception of the meaning of call 
types in zebra finches
Julie E. Elie1*, Aude de Witasse- Thézy2, Logan Thomas3, Ben Malit4, 

Frédéric E. Theunissen1* 

Vocal communication in social animals involves the production 

and perception of various calls that ethologists categorize into 

call types based on their acoustical structure and behavioral 

context. Whether these categories indicate distinct meanings 

for the animals remains unknown. The zebra finch, a gregarious 

songbird, uses ~11 call types that are known to communicate 

hunger, danger, or social conflict and to establish social contact 

and bonding. Using auditory discrimination tasks, we show that 

the birds both discriminate and categorize all the call types in 

their vocal repertoire. In addition, systematic errors were more 

frequent between call types used in similar behavioral contexts 

than could be expected from their acoustic similarity. Thus, 

zebra finches organize their calls into categories and create a 

mental representation of the meaning of these sounds.

Social animals often possess a rich repertoire of distinct vocalizations 

used to communicate needs, internal states, and external events (1, 2). 

To understand these vocal signals as a basic code for communica-

tion—the vocabulary of the species’ “language” (3)—researchers have 

categorized the sounds into call types based on their acoustic proper-

ties, the context during which they are emitted, and the responses 

they elicit in receivers. However, the extent to which animals agree with 

human experts’ categorizations remains an open question. Because 

such classification uses a multifaceted approach (3–14), we will refer 

to these call types as ethogram- based or Etho call types. Previous 

studies have shown that animals learn to categorize sounds along either 

natural or arbitrary acoustic dimensions (15) and generalize to new 

exemplars if the categories contain recognizable patterns (16). Here, 

we asked whether animals spontaneously distinguish all the Etho call 

types in their repertoire and whether their perception of these call types 

is categorical.

A second and more profound question is whether animals under-

stand the meaning of Etho call types in a way that matches human 

interpretations. Without the ability to read animals’ minds, answering 

this question is very difficult. The differences between the faculty of 

language in humans and that in other animals have often been argued 

to illustrate the gap in mental representations and cognitive abilities 

between them (17). It is a challenge to clearly demonstrate that ani-

mals’ calls are not simply produced and responded to in a simple re-

flexive manner. The first demonstration of the potential referential 

property of animal calls came from studies in vervet monkeys, which 

adopt appropriate complex avoidance or escape behaviors in response 

to the playbacks of distinct alarm calls without the actual presence of 

the predator (18). This functional referential quality has now been 

demonstrated in multiple mammalian and avian species (19–24). 

However, it remains controversial whether animals that hear a specific 

alarm call have a mental representation of the predator or reflexively 

perform the appropriate escape or avoidance behavior that would be 

triggered upon hearing the specific alarm call (25). To address the 

nature of the mental or neural representation of the meaning of call 

types, ethologists must therefore rely on indirect measures where ob-

served responses could not simply be explained as actions triggered 

by specific sound classes, but instead by their meaning.

To find out whether animals discriminate, categorize, and have a 

mental representation of the meaning of their Etho call types, we 

studied zebra finches. These gregarious songbirds have a vocal reper-

toire of 11 Etho call types used in distinct and well- characterized social 

behaviors [Fig. 1A, supplementary text, and fig. S1; (7, 8)]. This vocal 

repertoire comprises a mixture of discrete signals (e.g., Begging call, 

Tet) and graded signals (e.g., Whine, Nest). Despite the differences in 

the degree of clustering, these 11 Etho call types are acoustically dis-

tinct and correctly classified by algorithms with ~60% accuracy; (aver-

age over diagonal terms in Fig. 1B) (7). Leveraging the ability of zebra 

finches to quickly learn to perform complex acoustical discrimination 

tasks (26, 27), we quantified the birds’ ability to discriminate all the 

Etho call types in their repertoire and assessed whether this discrimi-

nation shows properties of categorical perception. Next, we consid-

ered a hierarchical organization of their repertoire to cluster Etho call 

types into six semantic hypercategories (contact, agonistic, begging, 

courtship, pair- bonding, and alarm; Fig. 1A) and assessed whether 

discrimination is sensitive to the shared meaning of Etho call types 

beyond what could be expected from acoustic similarities.

Perceptual discrimination of Etho call types
To evaluate how adult zebra finches classify their species’ vocalizations, 

we used an operant task (26, 27) where birds (six males and six fe-

males) were asked to discriminate one Etho call type (rewarded) from 

all other 10 Etho call types (nonrewarded) (Fig. 2A). The bird self- 

initiated the playback of stimuli by pecking a key and demonstrated 

its classification of stimuli as rewarded or nonrewarded, respectively, 

by refraining from pecking the key for 6 s after the stimulus onset or 

by pecking the key within these 6 s and effectively interrupting the 

playback to fast- forward to the next trial (Fig. 2A). A reward was only 

dispensed after the full 6- s playback of a rewarded stimulus. Birds 

quickly learned to interrupt the nonrewarded stimuli. The probability 

of interruption quantified the classification performance. The set of 

stimuli used for each Etho call type consisted of a large ensemble of 

renditions (n = 120) produced by a dozen different unfamiliar birds 

(7). Because the same rendition from the same vocalizer was rarely 

heard twice, the birds had to rely on the acoustic features that are 

invariant and specific to each Etho call type. For each subject, all 11 Etho 

call types were successively used as the rewarded stimulus (Fig. 2, B 

and C). Despite the challenges of this task, all subjects successfully 

classified calls along Etho call types (Fig. 2D). The probability of cor-

rect classification across birds and Etho call types was highly signifi-

cant with a large effect size [statistical significance established by 

conducting a likelihood ratio test (LRT) between two generalized lin-

ear mixed- effect (GLME) models that predicted the Probability of 

Interruption, with or without the Reward Contingency as the fixed 

effect, and with Subject as a random effect; LRT1 table S1, n = 73,329 

trials, p = 2.42 × 10
−8

 (28)]. Male and female birds performed equally 

well (LRT2 table S1, n = 73,329, p = 0.41). Three of the least acousti-

cally clustered Etho call types—the Nest, Aggressive, and Distress 

calls—were also the least well discriminated (Figs. 1 and 2D and ta-

ble S2). Despite these small differences in performance (LRT3 table S1, 

n = 73,329, p < 2.2 × 10
−16

), all Etho call types were discriminated 

above chance level (Fig. 2D and table S2). Zebra finches excelled at 

discriminating all the Etho call types of their repertoire.

1Neuroscience Department, Helen Wills Neuroscience Institute, University of California, 
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Biophysics, University of California, Berkeley, Berkeley, CA, USA. 4Rausser College of Natural 
Resources, University of California, Berkeley, Berkeley, CA, USA. *Corresponding author. 
Email: julie. elie@ berkeley. edu (J.E.E.); theunissen@ berkeley. edu (F.E.T.)
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Etho call types are genuine perceptual categories
Given the very high number of exemplars used for each Etho call type in 

the discrimination task, it is highly improbable that birds memorized 

which stimuli were rewarded. Instead, they must have formed categories 

based on invariant features specific to each Etho call type and ignored 

the acoustic variability found across vocalizers (26) and renditions (29). 

But the formation of such a generalization rule (16) does not imply cat-

egorical perception. An individual demonstrates categorical perception 

when its perception is influenced by the sensory categories it possesses 

(30). One consequence of categorical perception is the formation of a 

sharp perceptual boundary in the binary classification of items (calls) 

belonging to two different categories (Etho call types) although these 

items are linearly dispersed along a physical similarity dimension (the 

acoustic similarity between calls). We evaluated this effect in zebra 

finches that were performing simple pairwise discriminations of three 

Etho call types (Distance call versus Tet, or Thuk versus Tet). All seven 

naïve birds successfully discriminated Etho call types between the mul-

tiple renditions from four different unfamiliar vocalizers (day 1 in Fig. 3, 

A and B; 7/7 Fisher’s exact test with p < 0.05; LRT4 table S1, n = 4822 

trials, p = 2.77 × 10
−6

). We then evaluated the shape of the empirical 

classification function. A theoretical model for categorical perception 

(31) predicts a sharp sigmoid for the classification function along the 

physical dimension that best discriminates between the two categories 

[red line in Fig. 3C and fig. S4 (28)], whereas in the absence of categorical 

perception, the theory predicts a linear function along the same dimen-

sion (blue line in Fig. 3C). The physical dimension that best differentiated 

rewarded from nonrewarded calls was obtained by applying linear dis-

criminant analysis (LDA) on the spectrograms of calls (28). The empirical 

classification of each call rendition was 

then reported along that acoustic axis, 

the LDA dimension (Fig. 3C and fig. S4). 

As expected in the presence of categorical 

perception, the empirical classification 

values were similar for all calls belonging 

to the same Etho call type (horizontal solid 

lines in the bottom plots of Fig. 3C). We 

used GLMEs to predict the empirical clas-

sification function from the positions of 

the calls on the acoustic axis, the Etho call 

type, or both (full model). In the full mod el, 

the Etho call type was es sential for predict-

ing the empirical classification (LRT5 table 

S1, Distance call versus Tet: n = 1079 trials, 

four birds, p = 0.036; LRT6 table S1, Thuk 

versus Tet: n = 285 trials, three birds, p = 

1.02 × 10
−5

). For Etho call types that formed 

distinct and nonoverlapping acoustic clus-

ters, the positions of calls on the acoustic 

axis also contributed to the full model per-

formance (LRT7 table  S1, Distance call 

versus Tet: n = 1079, p = 0.027). By con-

trast, it had no additional effect for less 

acoustically clustered Etho call types (LRT8 

table S1, Thuk versus Tet: n = 285, p = 0.87), 

and the GLME model using only the Etho 

call type as a predictive variable was the most 

parsimonious (Thuk versus Tet; dotted 

lines in Fig. 3C; Akaike information crite-

rium shown in Fig. 3D). Irre  spec tive of the 

pairwise discrimination, the empirical 

data and their statistical model using Etho 

call types as the unique predictor were close 

to the theoretical model of categorical per-

ception and distinct from the theoretical 

model of linear perception [compare the 

dotted line with the red and blue lines in the top plots of Fig. 3C; fig. S4 

(28)]. Thus, the discrimination of calls is influenced by the Etho call type 

categories and not solely driven by the calls’ distinctive acoustic features. 

The classification behavior of the birds is also consistent with categori-

cal perception.

Whether the categorical perception of Etho call types was innate or 

acquired during development rather than learned during the discrimina-

tion task also remained to be shown. We reasoned that deciphering the 

contingency rule (i.e., learning which Etho call type was rewarded for 

each test) would be enough to resolve the task if birds were relying on 

internal representations of Etho call types, and any reversal of the rule 

for the renditions of some specific vocalizers (incongruent calls; Fig. 3) 

would present an extra challenge to the birds, forcing them to learn a 

new categorization rule that does not follow their language. On days 2 

and 3, we tested the capacity of zebra finches to generalize their classifica-

tion to the calls of new unfamiliar vocalizers (New). On day 2, the reward 

contingency for the New calls followed that of day 1, whereas on day 3, 

the reward contingency of New calls was reversed. We found (28) that 

birds immediately and perfectly classified Etho call types from new vocal-

izers on day 2, but that on day 3, they continued to apply the discrimina-

tion rule that they had learned on prior days: They classified the new 

calls based on their Etho call types and not based on their reward con-

tingency. Over the day, the birds slowly learned to flip the reward con-

tingency for the new vocalizers’ calls, indicating that they could learn to 

jointly recognize the call type and the signature of vocalizers (26, 27) and 

apply the new arbitrary reward contingency rule. Taken together, these 

results show that zebra finches trained at Etho call type discrimination 

will spontaneously group new vocalizations using Etho call types.
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nonlinear embedding (UMAP) applied to predefined acoustic features and color- coded according to Etho call types [(28); 

fig. S1]. [Image credit: J.E.E.] (B) Confusion matrix quantifying the cross- validated performance of LDA at classifying calls 
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Hierarchical perception of call types based on their meaning
To test whether zebra finches have an internal model of Etho call types 

based on their meaning, we asked whether birds confused call types 

that were semantically related but acoustically distinct. We first estab-

lished a linear measure of acoustic distance between Etho call types 

that we could compare with a measure of behavioral perceptual dis-

tance. The acoustic distances were obtained from the predictions of a 

supervised multiclass classifier (an LDA trained to classify calls into 

the 11 Etho call types) operating on sound spectrograms (7). The clas-

sifier predictions are gathered in a confusion matrix showing the 
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Fig. 2. Behavioral discrimination of Etho call types. (A) Zebra finches are trained in an operant conditioning task to interrupt nonrewarded stimuli and to refrain from 

interrupting rewarded stimuli (26, 27). Stimuli are sampled across all renditions in our database (Fig. 1A). Rewarded stimuli are sampled from one Etho call type, and nonreward-

ed stimuli are sampled from all other Etho call types. (B and C) Performances of two birds [(B) female; (C) male)] in this Etho call type discrimination task for the first two tests 

and the last test. For a given call type test, birds have up to three consecutive days to identify the rewarded Etho call type and show their discrimination performance (results of 

all tests are provided in figs. S2 and S3). For each Etho call type (line color), the learning curves show the average bird performance at classifying calls as rewarded or nonreward-

ed stimuli. The performance is quantified by the odds ratio of correct behavioral classification, ORBeh (28). Chance performance is ORBeh ≈ ×1. Bold lines indicate a significant 

classification performance (Fisher’s exact test, p < 0.05). The confusion matrices show the classification performance obtained on the last day of each call type test. (D) The 
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of the plot (127/131 Fisher’s exact tests corrected for multiple comparisons, p < 0.05, n = 12 except for Ne, where n = 11; supplementary text). The gray circles and error bars are 

means and 95% confidence interval obtained by bootstrap across birds. Abbreviations are the same as in Fig. 1.
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conditional probabilities of Etho call type prediction given the actual 

Etho call type (Fig. 1B). The diagonal of this matrix shows the average 

probability of correct classification for each Etho call type (56 ± 4%, 

bootstrap, mean ± 2 SE), and the off- diagonal terms quantify system-

atic errors. For example, the classifier often confuses calls belonging 

to the same hypercategory “alarm” (Tucks and Thuks). These misclas-

sification probabilities were interpreted as acoustic distances between 

pairs of Etho call types (acoustic confusion matrix; Fig. 4A and see 

methods) and were compared to the measures of perceptual distance 

obtained from the behavioral discrimination performance of birds in 

the first series of experiments [Fig. 2, B and C; perceptual confusion 

matrix in Fig. 4A; (28)].

The comparison of distances between pairs of Etho call types was 

performed in two- dimensional (2D) spaces obtained by applying mul-

tidimensional scaling (MDS; Figs. 1C and 4, B and C). The variability 

in the calculations and robustness of both acoustic and perceptual 

maps were evaluated by bootstrap procedures across birds [(28); 

Fig. 4C]. Acoustic and perceptual maps were similar as quantified by 

a low value for the mean error of the match [Procrustes disparity = 

0.042 ± 0.023, bootstrap; normalized effect size: coefficient of deter-

mination (R
2
) = 0.703, p = 0.0014, permutation test]. Thus, behavioral 

performance in Etho call type categorization and their systematic mis-

classifications is in part due to calls’ acoustic similarity. However, Etho 

call types belonging to the same semantic hypercategory, that is, that 

are closer in meaning, were closer in the perceptual map than they 

were in the acoustic map (Fig. 4B). This effect also appeared as shorter 

branches in the dendrogram obtained from an unsupervised hierar-

chical clustering of the perceptual distances as compared with the 

dendrogram obtained with acoustic distances (fig. S5). The merging 

and clustering of Etho call types in the perceptual space along the 
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hypercategories indicates that birds perceptually mis-

classified these calls more often than expected from 

their acoustic distances. To quantify the clustering ef-

fect along semantic hypercategories, we measured how 

close each Etho call type was on average to the seman-

tic hypercategory it belongs to, as compared with other 

semantic hypercategories (distance ratio Q). A higher 

value of Q indicates a stronger clustering of Etho call 

types along the semantic hypercategories. In both the 

acoustic and perceptual spaces, values of Q were 

higher than expected for random hypercategories, 

demonstrating that although semantic hypercategories 

were based on human interpretations of the behavioral 

contexts of call type usage, independent measures of 

acoustic and perceptual distances between calls 

achieved a similar grouping of Etho call types (permu-

tation test; perceptual map: Q = 26.35 ± 17.49, p = 

0.0019; acoustic map: Q = 10.82 ± 3.14, p = 0.0376; 

fig. S5). Furthermore, the grouping of semantically 

related Etho call types was ~2.43 times greater in the 

perceptual space than in the acoustic space (Qperceptual 

> Qacoustic, p = 0.004, bootstrap). This result was ro-

bust to the choice of acoustic features used to calcu-

late acoustic distances (fig. S7) and to the omission of 

Song in the dataset which, as a complex acoustic sig-

nal covering a large portion of the acoustic space 

(Fig. 1), could arguably be driving the effect (figs. S5 

to S7). Thus, zebra finches make systematic errors of 

categorization between Etho call types of similar 

meanings at much higher rates than would be ex-

pected from their acoustic distances. We named this 
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Fig. 4. Acoustic and perceptual space of Etho call types.  

(A) Comparison of the algorithmic and behavioral performance of 

classification of all Etho call types. In the acoustic space, the 

confusion matrix of classifier performance (ORAC, left) is obtained 

from the matrix of classification probabilities [Fig. 1B; (28)]. In the 

perceptual space, the confusion matrix of behavioral performance 

(ORBeh, right) is the average performance of all subject birds (n = 

12) in the Etho call type discrimination experiment (Fig. 2).  

(B) Projection of the Etho call types in 2D MDS spaces build on 

the pairwise misclassification values obtained from the 

off- diagonals values of the confusion matrices shown in (A). To 

facilitate the visual comparison of the 2D acoustic and perceptual 

spaces of Etho call types, a Procrustes transformation (scaling 

and rotation) was applied to the acoustic space (original 

projection in Fig. 1C). Edges link the Etho call types to the centroid 

(star) of the semantic hypercategory they belong to and that are 

described in Fig. 1A. (C) Confidence estimates of the pairwise 

distances were obtained by a bootstrap procedure that randomly 

samples from the confusion matrices obtained for individual 

vocalizers in the call database (acoustic, n = 45) or individual 

subjects in the behavioral experiment (perceptual, n = 12). The 

results of three bootstrap samples out of 1000 are shown.  

(D) Histogram of Q factor [ratio of the between to within 

hypercategory Euclidian distance (28)] used to quantify the 

clustering of Etho call types into semantic hypercategories. To 

assess confidence levels on Q, we estimated Q on 1000 bootstrap 

samples of MDS spaces as illustrated in (C) (orange bars). To 

assess significance, a null distribution of Q based on sampling 

random hypercategories of the same size was generated by 

permutation (permutations, blue bars). The x axis is truncated at 

Q = 35. Abbreviations are the same as in Fig. 1.
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local shrinkage of the perceptual space centered on semantic hyper-

categories of Etho call types the “semantic magnet effect” (32).

Conclusions
In multiple animal species, ethologists have described Etho call types 

without gathering evidence that animals would agree with their rep-

ertoire organization, with the exception of alarm calls (18–20, 33, 34), 

where the sophisticated usage and appropriate complex behavioral 

responses elicited in the receivers clearly demonstrated that these Etho 

call types are discriminated by animals. Drawing on previous charac-

terization of the zebra finch vocal repertoire (7, 8), we tested all com-

binations of Etho call types and demonstrated that this discrimination 

is not restricted to alarm calls but is performed by zebra finches for 

all the Etho call types. Furthermore, this discrimination shows gener-

alization to new renditions, strong sigmoidal classification functions 

versus acoustics, and robustness to reward contingency changes, all 

of which are consistent with categorial perception. Just as humans 

discriminate isolated vowels (35) and marmosets categorize some of 

their call types (36), zebra finches not only categorize call types that 

are clearly distinct acoustically but also categorize those that are 

graded signals found along an acoustic continuum such as Tets and 

Thuks (Fig. 1). Thus, categorical processing of meaningful categories, 

such as species- specific call types, is not specific to primates.

Direct evidence for animals’ mental states when hearing their con-

specific calls is impossible, but indirect evidence can be gathered. 

Japanese tits that were primed with species- specific alarm calls for 

snakes scanned their visual space and performed investigative behav-

iors to wood sticks that were moved in snake- like motions (37). One 

interpretation is that the snake alarm call elicited a mental imagery 

of a snake, which yielded unexpected responses to moving sticks. Here, 

zebra finches confused Etho call types that have a similar meaning at 

a higher rate than would be expected given the acoustic similarity of 

these call types. Postulating that hearing calls elicits mental represen-

tations of call meaning could explain this semantic magnet effect. 

From a mechanistic perspective, higher- order auditory brain regions 

would perform a nonlinear mapping of acoustic information: Neural 

representations would be organized by the usage or “meaning” of Etho 

call types. Zebra finch Etho call types can be correctly decoded from 

the neural responses of avian neurons in cortical- like auditory pallium 

(38, 39). However, whether these neural responses are shaped by se-

mantic similarities remains to be seen. Neural selectivity to semantics 

over acoustics has been found in the macaque prefrontal cortex for a 

few call exemplars (40), but semantic cortical maps have so far only 

been described in humans who are listening to stories (41).

Although the extent of the semantic quality of animal vocal com-

munication signals continues to be studied (19, 25), common themes 

in the use of complex acoustic signals and their neural mechanisms 

are abundant, particularly in birds. Avian call types have been shown 

to be functionally referential (20), used in combinations to form rudi-

mentary syntax (42), capable of eliciting visual imagery (37), under 

volitional control (43), deceitful (44), and, as demonstrated here, or-

ganized perceptually according to their meaning. Thus, avian com-

munication offers distinctive opportunities to investigate the neural 

mechanisms in vertebrates that are essential for producing and inter-

preting communication calls (45).
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MARINE ECOLOGY

Cumulative impacts to global 
marine ecosystems projected to 
more than double by mid-century
Benjamin S. Halpern1,2*†, Melanie Frazier1†, Casey C. O’Hara1,  

O. Alejandra Vargas- Fonseca3, Amanda T. Lombard3 

Pressures from human activities are expected to increase 

substantially, affecting marine ecosystems globally. To plan for a 

sustainable future, we need to forecast the distributions of 

cumulative effects from multiple pressures. Here, we mapped 

(at 10- kilometer resolution) the future cumulative impacts of  

10 climate, land- based, fishing, and other pressures on  

20 marine habitats under two climate scenarios at mid-century 

(around 2050). We found that cumulative impacts are projected 

to increase 2.2 to 2.6 times globally, with coastal habitats  

facing higher impacts but offshore regions facing faster 

increases, especially in equatorial regions. Furthermore, many 

countries dependent on marine resources will have large 

increases in impacts. Incorporating these results into strategic 

policy and management will support more sustainable use  

and protection of marine ecosystems and the services they provide.

Marine ecosystems face many pressures from human demands for 

seafood (1–3), marine and coastal infrastructure (4, 5), transportation 

(6), and resource extraction (7), as well as from nutrient and chemical 

runoff from various land- based agricultural, industrial, and urban 

activities, among others (8). Furthermore, climate change is markedly 

altering the temperature and other properties of marine waters (9). 

Individually and collectively, these anthropogenic pressures threaten 

the well- being of marine ecosystems (10, 11) by affecting the physiology, 

morphology, life history, and existence of species and habitats (12, 13), 

which ultimately threatens the benefits and services that we obtain 

from a healthy ocean.

Substantial progress has been made over the past two decades to 

identify, assess, and map the impacts of human pressures on marine 

ecosystems (14–16) and species (12, 17–21). However, we are living in 

a rapidly changing world. Understanding how the magnitude and 

distribution of cumulative impacts are likely to change over time is 

necessary to plan for future uses of the ocean, prepare for emerging 

challenges, and sustainably protect marine ecosystems into the future 

(22, 23). Recent work has begun addressing this need by mapping 

future impacts, but these studies focus on relatively small geographic 

areas (24) or on few, mainly climate, pressures (25). Missing from this 

work is a more complete understanding of expected future responses 

to a broader set of pressures in all regions of the ocean.

Here, we estimate how future human pressures will affect marine 

ecosystems with the most comprehensive datasets available of mapped 

current extent and future projections for 10 anthropogenic pressures 

(26). Pressure data cover five categories, including climate (water tem-

perature, air- heat index, and sea level rise), ocean chemistry (ocean 

acidification and dissolved oxygen), land based (nutrient input, 

light pollution, and coastal human population density), net primary 

productivity (NPP), and fisheries (fisheries biomass loss). We mapped 

pressure data at 10- km resolution for both current (~2010 to 2020) 

and future (~2041 to 2060, or mid-century) pressure intensities, with 

focus on the Shared Socioeconomic Pathways SSP2- 4.5 and SSP5- 8.5 

climate change scenarios. We estimate how these pressures will affect 

marine habitats based on their overlap with current distributions of 

20 marine habitats and the unique vulnerability of each habitat to 

each pressure (26–28), averaging the cumulative impact per pixel. The 

SSP2- 4.5, “middle- of- the- road” scenario approximates current climate 

policy, whereas the SSP5- 8.5, “fossil- fueled development” is considered 

an “extreme counterfactual scenario” in which carbon dioxide emis-

sions double by mid-century (29, 30). We focus here on the mid-century 

because this period has the most complete data, and uncertainty in-

creases further into the future. Impact scores ≥1 suggest that the habi-

tats in that location are unlikely to survive in their current state (26).

With these forecasted cumulative impact maps, we address several 

key questions relevant to marine policy, conservation, and manage-

ment. How much are cumulative impacts expected to increase in the 

near future? Which regions and habitats are projected to face the 

greatest future impacts from human activities? Which pressures will 

be key drivers of those changes and how does their importance change 

across regions? And how will these changes vary among countries with 

different levels of dependence on marine resources? Answers to these 

questions can inform efforts to design conservation and management 

plans that are more robust to change and thus help build a more 

sustainable future for both nature and people.

Global results

Projecting forward to mid-century, we found that the global cumula-

tive impacts of human activities on marine habitats increase by 

2.2× (SSP2- 4.5) to 2.6× (SSP5- 8.5). Future impacts will be felt unevenly 

across regions, with the tropics and the poles expected to experience 

the highest average future impacts (Fig. 1, B and C). In the tropics, 

impacts are predicted to approximately triple by 2041 to 2060 (2.7× 

under SSP2- 4.5 and 3.2× under SSP5- 8.5). At the poles, impacts are 

projected to increase more slowly but still enough for these regions to 

continue having the highest cumulative impacts of any latitude (1.7× 

in the North Pole and 2.1× in the South Pole under SSP2- 4.5 and 2.0× 

to 2.5× for SSP5- 8.5; table S1). Globally, these changes are in addition 

to already high current cumulative impacts (Fig. 1A, median global 

cumulative impact = 0.2; 99.99th quantile = 1.3). Currently, <0.1% of 

the world’s oceans have an impact score of ≥1, but this is projected to 

increase to 2.7% by 2041 to 2060 under SSP2- 4.5 (3.9% under SSP5- 8.5); 

1.4% of coastal areas have impact scores ≥1, but this is projected to 

rise to 12.3% under SSP 2- 4.5 (20.6% under SSP5- 8.5).

Coastal regions, waters within 20 km of the coastline, currently 

experience 1.7× greater average cumulative impacts than the rest of 

the ocean (Fig. 2A and table S2), which is not surprising given that 

several pressures (nutrient pollution, light pollution, coastal distur-

bance, sea level rise, and air- heat index) primarily or only affect coastal 

regions (Fig. 2B). Additionally, fishing pressures are largely concen-

trated within Exclusive Economic Zones (EEZs). Coastal regions are 

projected to continue experiencing higher impacts than offshore re-

gions, but the rate of increase is projected to be somewhat slower than 

that of offshore areas (table S2).

The largest overall contributors to future cumulative impacts are 

from ocean warming (surface and benthic temperatures) and biomass 

loss due to fisheries (Fig. 2). These results are to be expected given the 

large global footprint of climate change and fisheries. Furthermore, 

the effects of fishing are likely underestimated because our model 

assumes that current rates of fisheries biomass loss will not accelerate. 

However, the model does allow biomass loss to decelerate and become 

biomass gains under good governance. In fact, fisheries pressures are 

probably accelerating in some regions (31). Rates of biomass loss are 

likely to accelerate when fishing fleets become larger, the technology 
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Santa Barbara, CA, USA. 2Bren School of Environmental Science and Management, University 
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to locate and extract fish improves, or when regions are faced with 

increasing pressures to extract more fish due to expanding demand 

within the countries or through trade networks. To account for uncer-

tainty in future fisheries pressures, we also explored a second model 

that allows for biomass loss to accelerate based on governance. Based 

on this additional model, the primary analysis may underestimate fisher-

ies biomass loss in southern Africa, similar to results found by other 

analyses (31), and possibly in Southeast Asia and Oceania (fig. S2).

Nearly all regions are currently experiencing high fisheries impacts 

because substantial amounts of biomass have been removed (1). In 

general, we assume that declines in biomass will continue into the 

future; however, for countries with more effective fisheries manage-

ment, we assume that biomass removal will not fall below a threshold 

that is sustainable, generally considered to be ~45% of historic biomass 

(32, 33). For example, Europe and North America currently experience 

high impacts from fisheries, but these impacts are projected to in-

crease very little in the future because of relatively good management 

in these regions (fig. S6). China is also expected to have little future 

increase, but this is because they are already fishing their EEZ at maxi-

mum levels, beyond what is considered sustainable. For countries with 

poorer projected governance, which is most countries (34), fisheries 

biomass is projected to continue to decrease below the sustainability 

threshold, resulting in increasing impacts.

Pressures with the smallest current impacts are light pollution and 

air- heat index, and the slowest increases are for coastal disturbance, 

nutrients, and light pollution (Fig. 2), although these results vary by 

habitat (Fig. 3) and geographic region (fig. S6). The rate of increase 

for these particular pressures is slowing in part because they are di-

rectly linked to human population size, which is expected to peak 

around mid-century, and in some places is even expected to decrease. 

For example, coastal disturbance is overall predicted to continue af-

fecting habitats but is projected to remain fairly constant, and even 

to decrease slightly, in some areas (fig. S6 and data S2; e.g., countries 

in eastern and southern Europe and eastern and southeastern Asia).

We also found that habitats will experience different numbers of 

cumulative impacts driven by differences in exposure and vulnerability 

to pressures (Fig. 3). There is a nearly fourfold difference between 

future cumulative impacts on the most affected (salt marsh) and least 

affected (deep hard bottom) habitats. In general, coastal habitats are 

expected to experience some of the largest cumulative impacts, espe-

cially seagrass and salt marsh but also rocky intertidal, mangrove, and 

rocky reefs (Fig. 3). Habitats projected to experience the least future 

impacts are hard- bottom continental shelf, many of the deeper habitats 

(e.g., seamounts and the deep benthic and deep pelagic areas), kelp, 

and shallow soft- bottom habitats.

Regional patterns
Areas expected to experience the fastest increases and highest future 

impacts include portions of the Arctic and Antarctic oceans, seas 

around eastern Russia (Arctic, Bering Strait, and Sea of Okhotsk), the 
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Fig. 1. Current and future cumulative impacts on marine habitats. (A) Current 

cumulative impacts (2010 to 2020) for 10 pressures on 20 marine habitats. (B) Future 

projected cumulative impacts (2040 to 2060) with values capped at 1.5. (C) Change 

in impacts (future minus current) with values capped between –0.1 and 1.0. (D) 

Hotspots of change were determined by identifying regions with current pressures 
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faster) quantiles. Maps are at 10- km resolution. Figures represent scenario SSP2- 4.5, 
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resulting from a few outliers that accounted for <0.01% of raster cells.
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Mediterranean Sea, Southeast Asia, and coastal regions spanning the 

Middle East and India (Fig. 1D, red areas). However, some regions with 

relatively low current impacts are projected to experience rapid in-

creases (e.g., East Africa and Madagascar, some parts of Oceania, and 

scattered areas of the high seas in the Atlantic; Fig. 1D, yellow areas). 

These changes are driven by expected increases in climate change 

in the Arctic and fisheries and climate change in other regions. 

Conversely, impacts are fairly low, and expected to remain so through 

mid-century, around much of Australia and across a patchy band span-

ning the Southern Pacific, Southern Atlantic, and Indian oceans. A 

few areas (<0.01% of the global ocean), mostly in the Northern 

Hemisphere, are projected to experience small decreases in cumulative 

impacts, in particular areas near southern Greenland, 

between Iceland and Norway, and in parts of the Baltic 

Sea (fig. S1).

We identified countries projected to be most vulner-

able based on their exposure to future impacts. Of most 

concern are countries facing large increases in pressure 

and high future pressures (Fig. 4, top right corner), es-

pecially regions with a high dependence on marine en-

vironments (e.g., Togo, Ghana, and Sri Lanka).

Discussion
Our results present a sobering picture of the future of 

ocean conditions globally, with cumulative impacts 

from multiple and increasing pressures expanding and 

intensifying. By mid-century, we project that cumulative 

impacts will more than double and potentially triple their 

current (already high) levels. Furthermore, essentially 

nowhere in the global ocean is going to improve with 

respect to cumulative impacts under the scenarios 

modeled here, even though individual pressures will 

likely improve in some places.

Many regions are projected to fare much worse. Both 

the poles and the tropics are predicted to experience 

substantial future impacts; the tropics because they face 

the fastest rates of increase and the poles because their 

current impacts are already high and projected to in-

crease. Such high future impacts may exceed the capac-

ity of ecosystems to cope with environmental change 

(35, 36) and pose challenges for human societies and 

institutions adapted to historic conditions (35, 37). Nearly 

all locations projected to change the most are near- 

coastal regions, an intuitive result given that most hu-

man uses, and thus impacts, on the ocean are near 

coasts, but this is a worrisome result nonetheless be-

cause these are the areas where people derive the most 

value from the ocean. In short, the places that we need 

the most to sustain our desired uses and benefits are 

the places that are the most at risk of increasing fu-

ture impacts.

Because ocean warming and poorly managed fisher-

ies are the two most impactful pressures across all re-

gions and habitats, minimizing projected increases in 

cumulative impacts will require policy and management 

designed to reduce climate change effects and improve 

fisheries management in most countries. As has been noted 

by other assessments (38, 39), these two actions, albeit 

enormously difficult ones, would substantially improve 

future ocean conditions globally.

The ability to determine which pressures contribute 

the most to cumulative impacts in different places on 

different habitats could help guide action toward where 

return on investment can be the greatest. For example, 

cumulative impacts are projected to be much higher for 

several coastal habitats, both because of diverse human uses and as-

sociated pressures in nearshore areas and because of the greater vul-

nerability of many coastal habitats to many different pressures. In 

particular, salt marshes and mangroves are sensitive to sea level rise, 

and this pressure is projected to play a dominant role in future impacts 

on these habitats. Salt marshes and seagrasses also appear to be sen-

sitive to extreme air temperatures, making that pressure a likely key 

driver of future impacts for those habitats. Prioritizing management 

actions targeting these heavily affected habitats, and key drivers of 

those impacts, should improve ocean conditions the most in these coastal 

regions. Reduction in any pressure would still be valuable in helping 

to build resilience to the remaining pressures.

Fig. 3. Future impacts on marine habitats. Current (thinner bars) and projected additional future 

(thicker bars) cumulative impacts per habitat for SSP2- 4.5 in 2041 to 2060. Results for SSP5- 8.5 are 

provided in fig. S5 and data S1.
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As with any forecast analysis, our results are based on models that 

require assumptions, inherently have some level of uncertainty, or are 

constrained by available data. A key limitation of our study is that we 

could not account for expected impacts from all human activities be-

cause of insufficient or missing data needed to model and project some 

pressures. Indeed, there are many gaps in our knowledge about the 

distribution and intensity of current and future pressures in marine 

environments (40–42). Most notably, we were not able to spatially 

project the future distribution and intensity of noise pollution, invasive 

species, habitat destruction from some fishing practices, marine plas-

tics, coastal hardening, drought and salinity changes (for coastal habi-

tats), and marine structures such as offshore wind and oil platforms. 

Most of these missing pressures arise from nearshore activities, such 

that our projected increase in cumulative impacts within EEZs is an 

underestimate of the future. Furthermore, we were only able to ac-

count for a small amount of known disturbance and habitat destruc-

tion connected to direct human presence, yet disturbance related to 

shipping, mariculture, and offshore energy, among others, will likely 

increase and may contribute substantially to future cumulative im-

pacts. Finally, our models assume additive pressures, but many pres-

sures likely interact synergistically and in ways that we are currently 

unable to predict (43, 44).

Additionally, we expect that the results described here would differ 

if assessed instead by impacts to species (18). Increasing ocean warm-

ing and fishing pressure have been shown to have particularly large 

impacts on elasmobranchs and ray- finned fishes (18), but our analyses 

do not account for such species- level effects. Similarly, large projected 

increases in water temperature and ocean acidification are particularly 

concerning for corals and other invertebrate groups (i.e., mollusks, 

echinoderms, cephalopods, and crustaceans) given that these taxa are 

already experiencing very high impacts (18). Because species ranges 

will shift under future environmental change, projections of cumula-

tive impacts to species would also require mapping the future locations 

of species. Such projections exist for many taxa (17, 45) and, combined 

with process- based, spatialized ecosystem models (46), could be used 

to refine our results (47).

Projecting the future in a spatially explicit manner is inherently 

difficult and fraught with uncertainty, but efforts like ours here provide 

key baselines (or business- as- usual scenarios) against which scenarios 

can be compared, focusing on futures that account for more than just 

single- pressure impacts. These scenarios can guide the management 

of human activities and associated pressures and the conservation 

implications that follow. Ocean management is increasingly turning 

to marine spatial planning, with goals for sustainable multiuse econo-

mies and marine protection (48). Conducting these kinds of scenario 

analyses presents key opportunities for future research and applica-

tion of our work.

Our results highlight the need to always assess and map cumulative 

impacts to allow for informed and strategic policy- and decision-making 

around improving overall ocean health and delivery of ecosystem ser-

vices to people. A narrow focus on single issues or specific locations 

can miss the kelp forest for the trees.
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MONSOONS

More extreme Indian monsoon 

rainfall in El Niño summers

Spencer A. Hill1*, Destiny Zamir Meyers2, Adam H. Sobel3,4  

Michela Biasutti3, Mark A. Cane3, Michael K. Tippett4, Fiaz Ahmed5

Extreme rainfall during the Indian summer monsoon can be 

destructive and deadly to the world’s third- largest economy and 

most populous country. Although El Niño events in the 

equatorial Pacific are known to suppress total summer rainfall 

throughout India, we show using observational data spanning 

1901 to 2020 that, counterintuitively, they simultaneously 

intensify extreme daily rainfall. This is partly driven by increases 

in extreme daily values of convective buoyancy, provided that 

both the undilute instability of near- surface air and the dilution 

by mixing with drier air above are considered. El Niño could 

plausibly drive similar changes in other tropical regions, and our 

framework could be further applied to changes in hourly 

extremes, to other internal variability modes, and to forced 

trends under climate change.

The influence of the El Niño–Southern Oscillation (ENSO) on total 

summer rainfall in India has been recognized since the early 20th 

century (1–4). Anomalously warm sea surface temperatures (SSTs) in 

the equatorial Pacific during El Niño summers generate anomalous 

season- mean ascent of tropospheric air locally but compensating de-

scent over much of the rest of the tropics, including India.

One might expect summer- mean subsidence to inhibit moist convec-

tion of all intensities, extremes included, reducing both the mean and 

variance of daily rainfall. Indeed, recent studies (5, 6) establish that 

El Niño reduces the average accumulation of precipitation on rainy 

days—the rainfall intensity—within southeastern India and in Rajasthan 

state in the northwest. These are the summer monsoon’s climatologically 

dry areas, and within them during El Niño summers it tends to rain 

even less overall, less often, and less intensely when rain does fall (5, 6).

But the opposite rainfall intensity signal emerges in the summer 

monsoon’s climatologically rainy areas (5, 6)—the broad Central Monsoon 

Zone in central India and the narrow southwestern band between the 

Arabian Sea and the Western Ghats mountains of peninsular India. 

Within them it tends to rain less overall and less often during El Niño 

summers but more intensely when the rain comes.

Whether these signals in rainfall intensity stem from destructive 

extreme daily rainfall events (7) or agriculturally beneficial moderate 

rainfall days (8), and what their mechanistic origins are, remain un-

answered. Observational studies have investigated ENSO’s influence 

on daily or hourly rainfall extremes in other tropical domains (9–16) 

but not in the Indian summer monsoon.

By comparison, the possibility of long- term positive trends in Indian 

summer monsoon extreme rainfall has received considerable attention 

(17, 18), but the existence of such trends is contested (19), they can be 

sensitive to the particular metric used to characterize an extreme event 

(19), and they have largely flattened or reversed over the most recent 

years (20). Climatologically, daily rainfall in the Indian summer monsoon 

is strongly influenced by both intraseasonal modes as manifested in 

active and break periods (21) and by synoptic disturbances, particu-

larly monsoon low- pressure systems (22, 23). But ENSO’s influence on 

intraseasonal modes is strongly contested (21, 24), and its influence 

on low- pressure systems appears modest, at least on an India- wide 

basis (22). It is well established, however, no matter what the states of 

secular trends, intraseasonal modes, or synoptic systems are, that 

tropical rainfall is fueled by high values of local convective buoyancy, 

which depends on both the undilute buoyancy of near- surface air and 

on how moist is the air immediately above (25). These factors create a 

pressing need to understand how daily rainfall extremes in the Indian summer 

monsoon are affected by ENSO, using concomitant changes in local 

convective buoyancy to understand the underlying physical causes.

ENSO influences on extreme daily rainfall
Our primary metric of extreme daily rainfall is the cutoff accumulation 

(26, 27), computed as the ratio of the variance to the mean of daily 

rainfall across summer days (28). This metric is motivated by the reli-

ably γ- like distributions of daily rainfall (29): Probabilities follow a 

shallow power law below the cutoff before dropping off exponentially 

above it (Fig. 1A). Increasing the cutoff, which in the exact γ limit is identi-

cal to the scale parameter, therefore makes all extreme rain rates more 

likely. Our primary dataset is the India Meteorological Department 

(IMD) daily 0.25° by 0.25° gridded rainfall product spanning 1901 to 

2020, derived from a dense, temporally varying in situ rain gauge 

network (30). We used all 122 days within each June- July- August- 

September (JJAS) summer season and all grid points within the “mon-

soonal India” domain (31) (Fig. 1, B and C), where the dataset is most 

reliable (fig. S1) (28). As shown below, key results are robust across 

alternative metrics of extremes and to another daily rainfall dataset.

Climatological summer- mean rainfall (Fig. 1B) spans from 0.4 mm 

to 39.4 mm day
−1

 across monsoonal India grid points and has a distinct 

spatial structure: high values within the southwestern coastal band, a 

sharp gradient moving east across the Western Ghats mountain range 

to much smaller values in the southeast, intermediate values in the 

north in most of the Central Monsoon Zone, and low values again in 

Rajasthan in the far northwest. This geographic pattern emerges in 

many properties of summer monsoon rainfall from daily to interan-

nual timescales (5, 6, 32) (fig. S2) and includes measures of daily ex-

tremes, which additionally exhibit enhanced values in Gujarat (along 

the Arabian Sea coast within the Central Monsoon Zone), where most 

summers are quite dry but others receive synoptically driven extreme 

accumulations (33) (fig. S3).

According to lag- zero correlations of each grid point’s JJAS cutoff 

with the standard NINO3.4 index of ENSO (28), extreme daily rainfall 

becomes more likely over much of the southwestern coastal band and 

central India as NINO3.4 increases but less likely over much of the 

southeast and far northwest (Fig. 1C). There is considerable noise, as 

expected for the extremes of an inherently sporadic quantity such 

as rainfall, but otherwise this pattern resembles the climatological 

summer- mean rainfall (Fig. 1B) and the established (5, 6) ENSO- driven 

patterns in rainfall intensity.

For each of the four subregions of India outlined in Fig. 1, we com-

puted an aggregate cutoff by combining all grid points within that 

region into a single daily rainfall distribution for each summer (28). 

Whereas the cutoff for Southeast India is negatively correlated with 

NINO3.4 and marginally statistically significant [correlation coeffi-

cient (r) = −0.16, P = 0.08], the corresponding correlations for All- 

Monsoonal India, the Central Monsoon Zone, and the Western Ghats 

regions are all significantly positive (r = +0.34, +0.34, +0.20 and P = 

2 × 10
−4

, 2 × 10
−4

, 0.03, respectively) (28). Composites combining ei-

ther all summers from 1901 to 2020, the 36 El Niño summers, or the 

41 La Niña summers behave similarly: Except for Southeast India, the 

region- aggregated cutoffs are all significantly larger for the El Niño 

than for the La Niña composites (Fig. 2A) (28).
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These signals in extremes differ qualitatively from those in less- 

severe rain rates, which are suppressed throughout the domain by El 

Niño. This difference can be seen in ENSO risk ratios for each region 

(26, 27, 29), which are defined at each daily accumulation as the frac-

tion of rainy days that accumulation value in El Niño summers divided 

by the corresponding fraction for La Niña summers (Fig. 2B) (28). 

Statistically significant reductions in the likelihoods of weak to moder-

ate accumulations emerge in all four regions, and for Southeast India 

this reduction extends to the extremes as well (28). But for the other 

regions, the risk ratios minimize at moderate accumulations and then, 

near the climatological cutoff (overlaid vertical lines in Fig. 2B), they 

begin increasing quasi- exponentially with accumulation—the signa-

ture of an increased cutoff (26). For accumulations exceeding ~250 mm, 

for example, statistically significant increases in likelihoods are 43% 

for the whole domain and 59% for the Central Monsoon Zone; owing 

to greater interannual variability in this quantity for the southwestern 

coastal band, the 48% increase there is marginally statistically sig-

nificant (P = 0.07). Presumably due to sampling uncertainty, behaviors 

for accumulations exceeding 300 mm are not statistically significant 

and are too erratic to be meaningfully physically interpreted. None of 

these key results are qualitatively sensitive to the specific methods or 

dataset chosen.

Correlations between NINO3.4 and pointwise exceedance counts—

the number of days in a given summer exceeding a specified local- 

rainfall percentile or rain rate in millimeters—are predominantly 

negative for low through moderate values throughout the domain but 

become positive for sufficiently high values within the climatologically 

wet regions (fig. S4). Cutoffs and risk ratios estimated from γ fits to each 

composite distribution yield similar results (fig. S5) as do other met-

rics of extreme rainfall, in cluding correlations of block maxima with 

A

B C

Fig. 1.  Extreme daily rainfall over the Indian summer monsoon’s rainiest areas becomes more likely the stronger that El Niño conditions are. (A) Daily rainfall empirical 

probability distributions, in log- log space, combining all June- July- August- September (JJAS) days from 1901 to 2020 and all grid points within all of monsoonal India (black),  

the Central Monsoon Zone (blue), the Western Ghats coastal band (green), or Southeast India [brown; subdomain outlines shown in (B) and (C)]. Overlaid circles indicate the 

climatological value of the cutoff rain rate, which is our primary metric of extreme daily rainfall. (B) Local climatological JJAS- mean rainfall (millimeters per day) according  

to the color bar. The portions of northern and northeast India shaded gray are excluded from all analyses. (C) Pearson correlation coefficient between detrended time series of 

the JJAS NINO3.4 value and each grid point’s cutoff rain rate. Positive values indicate that extreme rainfall is enhanced for El Niño compared with La Niña conditions. The black 

contours enclose grid points with statistically significant correlations, using a false discovery rate of 0.3, which corresponds in this case to P < 0.039.

A B

Fig. 2.  Light to moderate accumulation likelihoods are suppressed everywhere, whereas heavy and extreme accumulation likelihoods are enhanced in the wet 

regions during El Niño summers. (A) Composite regional cutoffs (in millimeters) shown in filled circles. Bars indicate 95% confidence intervals based on yearly cutoff 

values. Open circles indicate the results computed from the IMD 1° by 1° dataset. (B) ENSO risk ratios: restricting to rainy days (>1 mm), the probability that rainfall exceeds 

a given rain rate in the El Niño composite divided by that in the La Niña composite, expressed as a percentage difference from unity. Thick lines denote where the risk ratio  

is significantly different from unity, according to a permutation test. Overlaid vertical lines show each region’s climatological cutoff. Dotted curves are the risk ratios 

computed from the IMD 1° by 1° dataset.
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NINO3.4, pointwise Gumbel fits to the block maxima for El Niño 

versus La Niña composites, and quantile regressions of daily rainfall 

versus NINO3.4 (fig. S6) (27). Results are also similar in the IMD 1° 

by 1° gridded daily rainfall dataset (34), which, importantly for ex-

tremes (35), is generated from a fixed rather than temporally varying 

network of rain gauges (dashed curves and unfilled elements in Figs. 1, 2, 

and fig. S5) (28).

Lastly, whereas El Niño’s propensity to generate summer- mean 

Indian drought weakened from the pre- satellite (1901–1978) to satellite 

(1979–2020) eras (36–38)—with the correlation between NINO3.4 and 

the all- Monsoonal India domain- mean, JJAS mean rainfall weakening 

by ~31%, from P = −0.59 to −0.41—the ENSO signals in extremes are 

more stationary (fig. S7) (28).

This finding holds in terms of the overall geographic patterns seen 

in pointwise cutoffs, linear regressions of the region- aggregated cutoffs 

on NINO3.4, and an index linearly combining the region- aggregated 

cutoffs of the Central Monsoon Zone, Western Ghats, and Southeast India 

regions (28). Nevertheless, within peninsular India, both the increase 

in extremes with NINO3.4 in the southwestern coastal band and the 

decrease in the southeast weaken nontrivially. As such, for the region- 

aggregate cutoffs, only the Central Monsoon Zone’s regression against 

NINO3.4 is statistically significant within the satellite era. The extent 

to which these modest differences between epochs are physically 

forced versus merely sampling- driven (37) remains to be seen.

Mechanisms: ENSO- forced changes in convective 
buoyancy extremes
In general, one expects heavy rain where near- surface air is especially 

warm and moist and is sitting below air that is also nearly saturated. 

These conditions enable the near- surface air to easily begin rising, 

precipitating out copious amounts of water as it ascends, despite los-

ing buoyancy to cooling through expansion and to dilution through 

mixing with the drier ambient air. These processes have been encapsu-

lated into a scalar metric of convective buoyancy known as BL (25, 39), 

which we computed for each grid point and summer day of 1979 to 

2020, using European Centre for Medium- Range Weather Forecasts 

Reanalysis Fifth Generation (ERA5) reanalysis data (28, 40).

Daily rainfall depends strongly on local convective buoyancy, with 

nonlinear Spearman correlation coefficient positive at every grid point 

(Fig. 3A), up to +0.71, and the expected quasi- threshold relationship 

(25, 39) in region- aggregated conditional averages (Fig. 3B) and quan-

tiles (Fig. 3C) of rainfall as a function of local buoyancy (28). Rainfall 

is typically absent or weak until buoyancy reaches a threshold value 

slightly less than zero, above which rainfall increases sharply, rapidly 

consuming buoyancy with it (Fig. 3B). These conditional curves rise to 

higher rainfall values in the rainy southwestern coastal band and Central 

Monsoon Zone compared with those for drier southeast India, but for 

a given region to first approximation they are insensitive to the state 

of ENSO (Fig. 3C).

This consistency of the rainfall- buoyancy relationships across ENSO 

states, combined with the responses of the convective buoyancy dis-

tributions themselves to ENSO, help explain the responses of rainfall 

to ENSO. At the summer- mean timescale, pointwise correlations of 

convective buoyancy against NINO3.4 are negative at every grid point 

(fig. S8). But for extremes, such as 99th- percentile rainy- day values, 

they are significantly positive over much of central- eastern India but 

significantly negative over much of the southeast and northwest (Fig. 4A). 

These signals are shared by the individual buoyancy components (Fig. 4, 

B and C): Both nearly saturated and very gravitationally unstable days 

are predominantly enhanced over eastern- central India versus sup-

pressed over the northwest and southeast.

What, then, accounts for these convective buoyancy signals? Pre-

liminary results point toward synoptic low- pressure systems (41), 

which generate heavy rainfall within their cores (42) and track pre-

dominantly over Central India, although occasionally traveling farther 

A

B

C

Fig. 3.  Local convective buoyancy strongly controls daily rainfall. (A) Spearman 

correlation coefficient across all JJAS days from 1979 to 2020 at each grid point 

between daily rainfall and a metric of convective buoyancy (BL) computed from ERA5 

reanalysis data. (B) In dotted curves, probability density functions of BL for each 

region, according to the right axis. In solid curves, daily rainfall is conditionally 

averaged on the buoyancy metric, according to the right axis. (C) For the entire 

monsoonal India domain, composite quantiles of rainfall are conditioned on BL as 

labeled. For each quantile, red curves for El Niño are almost entirely obscured by 

others because of weak ENSO dependence in the relationships.
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south or extending to Rajasthan in the northwest (33). A prior study in-

dicates that the cores of monsoon low- pressure systems are very humid 

and that during El Niño summers, the rainfall within those cores is 

enhanced (43). One possibility is that those low-pressure system tracks 

over and ending in central India are favored by El Niño at the expense 

of those over peninsular India and any long tracks that might reach 

northwestern India. This would promote very humid, buoyant days—

and with them extreme rainfall likelihoods—in central- eastern India 

and suppress them in the southeast and northwest.

For the southwestern coastal band—which is less directly influenced 

by these synoptic systems—whereas nearly saturated days above the 

boundary layer are strongly suppressed in El Niño summers, highly 

gravitationally unstable days are strongly enhanced. This is particu-

larly evident in risk ratios of the convective buoyancy terms on rainy 

days (Fig. 4, D to F) (28): Gravitationally unstable days are as much 

as 17 times more likely in El Niño than La Niña summers. Moreover, 

according to differences in the ENSO composites of rainfall condi-

tioned on the buoyancy terms (fig. S9), tropospheric dryness inhibits 

heavy rainfall somewhat less during El Niño summers. We therefore 

speculate that the anomalous time- mean free- tropospheric subsidence 

and dryness under El Niño (fig. S10) suppress moderate rain events, 

enabling higher undilute instability values to occasionally build up, 

fueling extreme convection once a passing wave or advective event 

remoistens the lower free troposphere just enough. This mechanism 

would be broadly consistent with observational and modeling evidence 

for less frequent but more intense rain events in drier ambient condi-

tions (44), such as in the pre- monsoon season (45)

Outlook: Seasonal forecasts, climate change, and 
other extensions
Despite ENSO’s known “spring predictability barrier” (46), existing 

seasonal forecasts of ENSO during boreal summer are skillful (47); for 

example, the multimodel- mean forecasted JJAS value of NINO3.4 from 

the North American Multi- Model Ensemble (NMME) (48) seasonal 

forecast integrations initialized annually on 1 May are correlated with 

the actual value at r = 0.86 over 1981–2020 (28). We have recomputed 

the correlations between the JJAS cutoff rain rate and NINO3.4 using 

this forecasted value, and the overall signals remain (fig. S11). This 

raises the prospect of skillful ENSO- based seasonal forecasts of 

extreme rainfall probabilities within monsoonal India. However, the 

statistical significance weakens nontrivially, and risk ratios that use 

NMME 1- May forecasted JJAS NINO3.4 show considerably weaker 

separation between El Niño and La Niña summers. Providing societally 

actionable information may therefore require even more- skillful fore-

casts of the state of ENSO.

The observed long- term trend toward more extreme daily rainfall 

events in central India into the early 2000s has been argued to stem 

from mean moistening of the troposphere due to global warming 

(17, 18) as have future projections of increased extreme rainfall events 

globally (27). Notwithstanding that more recent trends in the Indian 

summer monsoon have been flat or negative (20), underlying this argu-

ment are the assumptions that right- tail daily moisture events (i) track 

with the season- mean value and (ii) predominate over changes in 

undilute instability. On the basis of our results, however, for ENSO, (i) is 

violated within central India, and (ii) is violated within the south-

western coastal band—precisely the regions where daily extreme rain-

fall is projected to increase most in model simulations under future 

global warming (49). This finding argues for revisiting both observed 

trends and model projections of extreme rainfall, incorporating the 

full daily distributions of rainfall and of the convective buoyancy 

terms. This evaluation must be done in tandem with careful analy-

sis of secular changes in monsoon low- pressure systems—both weaker 

lows and stronger depressions—because projected increases in rainfall 

intensity within these systems likely play a major factor in the overall 

expected increase in Indian summer extreme rainfall (50). Only then 

can we meaningfully evaluate whether these observed, interannual, 

internally generated ENSO signals constitute a meaningful emergent 

constraint on model- projected, secular, externally forced trends (51).

Our approach could also be applied to climate variability modes in 

the Indian (52, 53) and Atlantic Oceans (54) thought to influence the 

summer monsoon, as well as to hourly rainfall. Many Indian sum-

mer monsoon rain events are considerably shorter than 24 hours in 

A B C

D E F

Fig. 4.  Right- tail daily convective buoyancy 

occurrence under ENSO largely tracks with the 

extreme rainfall. (A to C) Pearson correlation 

coefficient of NINO3.4 versus 99th- percentile daily 

values of (A) the full buoyancy metric, (B) just the 

undilute instability term, and (C) just the moisture term, 

for each JJAS. The black contours enclose areas deemed 

statistically significant on the basis of a false discovery 

rate of 0.3. (D to F) Regional ENSO risk ratios of 

rainy- day buoyancy, for (D) the full metric, (E) just the 

undilute instability term, or (F) just the moisture term. 

Thick lines denote where the risk ratio is significantly 

different from unity, on the basis of a permutation test. 

Overlaid vertical lines denote the climatological 

99th- percentile values for each region of the given 

buoyancy component.
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duration (55), and a study (15) using hourly rainfall suggests that the 

average rain rate during rainy hours increases with El Niño over much 

of the Tropics. Perhaps, as for daily rain in the Indian summer mon-

soon, these signals reflect buoyancy- driven increased extremes.
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QUANTUM MECHANICS

Quantum squeezing of a levitated 
nanomechanical oscillator
Mitsuyoshi Kamba, Naoki Hara, Kiyotaka Aikawa*

Manipulating the motion of macroscopic objects near their 

quantum mechanical uncertainties has been desired in diverse 

fields, including fundamental physics, sensing, and transducers. 

Despite progress in ground- state cooling of a levitated solid 

particle, realizing its nonclassical states has been elusive. Here, 

we demonstrate quantum squeezing of the motion of a single 

nanoparticle by rapidly varying its oscillation frequency. We 

reveal appreciable narrowing of the velocity variance to –4.9 ± 

0.1 decibels of that of the ground state using free- expansion 

measurements. Our work shows that a levitated nanoparticle 

offers an ideal platform for studying nonclassical states of its 

motion and provides a route to developing applications in 

quantum sensing and exploring quantum mechanics at a 

macroscopic scale.

Oscillators have played a crucial role in diverse areas of modern quan-

tum technologies, ranging from clocks (1) and sensors (2) to supercon-

ducting devices (3), where the accurate and precise measurement of 

the oscillation has been a crucial issue. Extensive studies with micro-

scopic particles, most of which behave as harmonic oscillators, have 

revealed that the fundamental limit of observing the oscillation is 

imposed by quantum mechanics as Δz • Δp ≥ ħ/2, where ħ, Δz, and 

Δp are the reduced Planck’s constant and the uncertainties in the posi-

tion and momentum, respectively. This uncertainty principle dictated 

by Heisenberg suggests that even though both quadrature components 

cannot be observed with infinite precision at the same time, either of 

them can be measured more precisely than that of the quantum 

ground state. Because of the absence of its classical analog, such a 

process is called quantum squeezing and has been the subject of in-

tensive research aiming at enhancing the sensitivity of observing the 

oscillators (4, 5). Quantum squeezing also constitutes an important 

building block for quantum information processing (6). Bringing the 

knowledge achieved with microscopic particles to larger, more classi-

cal objects is an important task for extending the understanding and 

applications of quantum physics (7).

A levitated nanomechanical oscillator, a solid particle confined in 

an optical or electrical harmonic potential, provides an ideal oppor-

tunity for testing quantum mechanics at the meso-  and macroscopic 

scales (8–10). Being isolated from other objects, levitated particles are 

expected to be ideal for sustaining fragile quantum states, and the 

wide tunability of their trapping potential has enabled various quan-

tum protocols to be developed with microscopic particles, including 

a wavefunction expansion through a free fall. In recent years, technical 

developments have realized cooling the motions of levitated nanopar-

ticles to their quantum ground state (11–15). However, observing quan-

tum mechanical behavior of their motions remains challenging. An 

unexplored issue, unique to levitated quantum systems, is whether the 

the minute quantum effect in one motional degree of freedom can be 

revealed without being affected by other degrees of freedom.

Here, we demonstrate quantum squeezing of the center- of- mass 

(CoM) motion of a levitated, neutral, fast- spinning nanoparticle by 

rapid modulation of the laser intensity. We reveal a substantial reduction 

of the velocity uncertainty directly through time- of- flight (TOF) free- 

expansion measurements. The observed velocity variance is narrower 

than that of the ground state by 4.9 dB, which is comparable to the 

largest mechanical quantum squeezing obtained thus far (16). To quan-

titatively support our claim about the degree of squeezing, we propose 

and demonstrate a method to determine the displacement of the 

nanoparticle using an optical standing wave as a reference. This ap-

proach is in agreement with the conventional approach for calibrating 

displacement and provides a quantitative confirmation of the mea-

sured level of squeezing.

Features of a levitated system
Our experimental platform is a single charge- neutral nanoparticle 

levitated in the standing wave of a single- frequency laser—that is, an 

optical lattice (17) (Fig. 1A). Exploring a neutral nanoparticle has the 

advantage that its velocity can be measured through free expansion 

without the impact of residual electric field noises (18), similar to the 

case with ultracold atoms. The optical lattice provides a high oscilla-

tion frequency and facilitates cooling to the ground state, and the 

strong feedback force required to reach the ground state is exerted by 

manipulating the lattice with laser phase modulation (14). The strong 

photon scattering through the nanoparticle is a key aspect enabling 

continuous position measurement and feedback cooling, and it also 

imposes a relatively short motional coherence time with ~20 oscilla-

tions (11). This short coherence time makes it challenging to realize 

squeezing through the parametric modulation of the potential, which 

has been successfully applied to achieve squeezing of up to –3 dB in 

various quantum systems (19–21). Getting past the –3 dB limit has 

been intensively explored both theoretically (22, 23) and experimen-

tally (16).

To overcome the difficulty of short coherence time, we used a 

scheme based on rapid variations of the oscillation frequency (24–27). 

In this scheme, a sudden decrease in the oscillation frequency is fol-

lowed by the recovery of the frequency to the original value (Fig. 1B). 

Similar schemes have been useful for exploring thermal squeezed 

states (28) and the delocalization of the nanoparticle’s position 

(29, 30). We consider a phase space with the coordinates of the posi-

tion normalized by 
√

ℏ∕2mω
0
 and the momentum normalized by 

√

ℏmω
0
∕2, where m and ω0 are the mass of the nanoparticle and the 

oscillation frequency, respectively. When the oscillation frequency is 

abruptly varied from ω0 to ω1, the uncertainty on the phase space is 

modified by a factor of exp(–r), where r = ln(ω0/ω1)/2 = ln(I0/I1)/4 

is a squeezing parameter (24), with I0 and I1 being the initial intensity 

and the decreased intensity, respectively. The elliptical uncertainty 

rotates on the phase space at the frequency of oscillation (Fig. 1C). 

Here, both the intensity reduction at t = 0 and the intensity increase at 

t = t1 modify the uncertainty on the phase space. When the time duration 

for each process is carefully chosen to be ω1t1 = π/2 and ω0(t2 – t1) = Nπ, 

with N being an integer, the momentum uncertainty at t2 can be mini-

mized to e
–2r

 of that of the initial state.

Experimental procedure
We investigated the CoM motion of a neutral silica nanoparticle with 

a radius of 137 ± 3 nm in an optical lattice (14, 31). The position of the 

nanoparticle was measured continuously by monitoring the photons 

scattered by it. The position signal was used for both feedback cooling 

of the CoM motions and the free- expansion measurement of the veloc-

ity distribution. We focused on the motion along the optical lattice (z 

direction), which has an oscillation frequency of ω0 = 2π × 252 kHz. 

The initial state before the squeezing protocol had an occupation num-

ber of nz = 0.98 ± 0.17. The impact of librational motions on the CoM 

motion is a great concern (18). To stabilize the angular motions 

through a gyroscopic effect, we let the nanoparticle spin around the 

z axis at a frequency of ~5.6 ± 0.2 GHz by introducing a circularly 

polarized light into the trapping laser (32, 33). During the entire 
Department of Physics, The University of Tokyo, Tokyo, Japan. *Corresponding author. Email: 
aikawa@ phys. s. u- tokyo. ac. jp
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measurement time, the background pressure was kept at ~1.0 × 10
–6

 Pa 

such that the decoherence rate through background gas collisions 

ΓBG = 2π × (0.1 ± 0.01) kHz was negligibly smaller than the decoher-

ence rate caused by photon scattering Γqba = 2π × (2.1 ± 0.1) kHz.

After the initial state preparation, we turned off feedback cooling 

and applied the squeezing protocol by modulating the laser intensity 

(Fig. 1B). Hereafter, we focus on the velocity instead of the momentum, 

because the velocity was directly obtained from the experiments. To 

measure the velocity vz through a free- expansion measurement, we 

turned off the laser for the TOF of tTOF = 51 μs. The displacement dur-

ing the TOF, z, was measured by recording the oscillation amplitude 

after recapturing the nanoparticle. We obtained the distribution of the 

velocity vz = z/tTOF by repeating the same procedure ~300 times. Given 

that the velocity distribution follows the Maxwell- Boltzmann distribu-

tion, we extracted the velocity width Δvz by fitting the distribution 

with a Gaussian function:

The center of the velocity distribution v0 reflects the displacement 

during the TOF caused by various forces such as the projection of 

gravity along the optical lattice and radiation pressure from a weak 

leakage light.

Results of squeezing experiments
When we varied t2 – t1, we observed a substantial time evolution of the 

velocity variance (Δvz)
2
. A plot of the time evolution of V 

~
(t) = (Δvz)

2
/V0, 

where V0 = ħω0/2m is the variance of the ground state, for the squeez-

ing parameter of r = 0.85 is shown in Fig. 2. In this measurement, t1 

was chosen so that the velocity width was minimized at t = t1. We 

observed a variation of V 
~
(t) over two orders of magnitude with a pe-

riod of π/ω0, implying that the elliptical uncertainty was rotating on 

the phase space. At t2 – t1 = Nπ/ω0, we observed significant reductions 

in V 
~
(t) (Fig. 2, B and C).

We achieved a comprehensive understanding of the observed time 

evolution profile by fitting the following expression to the measured 

data (see the supplementary text) (29):

where V 
~

1 and V 
~

2 characterize the uncertainty on the phase space. The 

increase in the variance due to photon scattering Γqba was negligible 

in the presented measurement duration. We found that our measure-

ments were in good agreement with Eq. 2. From the fit, we determined 

the values of V 
~

1 and V 
~

2 to be 0.32 ± 0.01 and 104 ± 4, respectively. The 

value of V 
~

1 determined with this fit corresponds to –4.9 dB of quantum 

squeezing. Our results overcome the well- known limit 

of –3 dB obtainable through a standard parametric 

modulation technique (34) and are comparable to the 

value achieved with quantum reservoir engineering in 

a membrane oscillator (16).

The choice of tTOF requires careful consideration of 

the uncertainties of both the position and the velocity. 

For a nonsqueezed state, which is typical with cold 

atom experiments, the contribution of the position 

uncertainty before free expansion is smaller than that 

of the velocity uncertainty by ω0tTOF. Thus, tTOF ≫ 1/

ω0 is sufficient to ensure that the measured distribu-

tion is mostly due to the velocity uncertainty. By con-

trast, the squeezed state explored in this study had a 

broader position uncertainty and a narrower velocity 

uncertainty. The requirement for dominantly observing 

the velocity uncertainty was therefore more stringent 

as tTOF ≫ e
4r

/ω0. In the present study, the contribution 

of the velocity uncertainty was expected to be 87% even 

at the largest squeezing parameter.

The limit of the squeezing at larger values of r in 

our protocol is an intriguing issue. By repeating the 

measurements described above for various values of r, we revealed the 

dependence on r. The entire time evolutions of V 
~
(t) for various values 

of r are provided in fig. S1. In Fig. 3, we show V 
~

1 and V 
~

2 extracted from 

the time evolutions as a function of r. In addition to the values ob-

tained with the squeezing protocol, the variance before the squeezing 

protocol, obtained by performing TOF measurements for the initial 

state, is also shown at r = 0. We found that the observed variance was 

in good agreement with the following expression (see the supplemen-

tary text) (24, 29):

where V 
~

ini denotes the normalized velocity variance of the initial state. 

V 
~

n originates from various sources of uncertainties. In particular, we 

experimentally recognize that the vibration of the system due to a 

scroll pump and a turbomolecular pump significantly broadens the 

width with V 
~

n ≃ 0.25. These pumps can potentially shake the optical 

setup for trapping and the resonator for stabilizing the laser phase 

noise. Therefore, the measurements presented in this work were per-

formed with these pumps turned off. From the fit on V 
~

1, we obtain V 
~

n =  

0.21 ± 0.01. The agreement with a simple model for our squeezing 

protocol suggests that our protocol was working properly and the level 

of squeezing was ultimately limited to V 
~

n.

To gain insight into the ultimate limit of squeezing in our protocol, 

we analyzed the possible sources of V 
~

n in our system and estimated 

their contributions (table S1). The details of our calculations are ex-

plained in the materials and methods (31). The important contribu-

tions were the position uncertainty before free expansion, timing jitter, 

photon recoil heating through the trapping laser, motions perpendicu-

lar to the z direction, and residual vibrations. We calculated the esti-

mated values for the first three mechanisms and derived the upper 

bounds on the other effects from the experimentally measured values 

caused by complexities in calculating these effects. The sum of the 

estimated values gives V 
~

n < 0.24 and is consistent with the value V 
~

n = 

0.21 ± 0.01 obtained from the squeezing measurements. Reducing the 

residual vibration of the system and the timing jitter is expected to be 

technically feasible. The initial position uncertainty can be further 

reduced by taking a longer TOF. The effect of the motions perpendicu-

lar to the z direction can be decreased by optimizing the beam align-

ment and feedback cooling for them. Thus, we envision that improving 

the technical issues will allow us to significantly enhance the squeezing 

f
(

v
z

)

= exp
[

−(v
z
−v0)

2∕2(Δv
z
)2
]

 (1)

Ṽ (t)= Ṽ 1cos
2
[

ω0

(

t2− t1

)]

+ Ṽ 2sin
2
[

ω0

(

t2− t1

)]

 (2)

Ṽ 1 = Ṽ
n
+ Ṽ iniexp(−4r)  (3)

Ṽ 2 = Ṽ
n
+ Ṽ iniexp(4r)  (4)
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Fig. 1.  Experimental system. (A) A single- frequency laser at a wavelength of 1551.38 nm forms an optical 

lattice in the vacuum chamber. The light scattered by the nanoparticle is collected through a Faraday rotator 

(FR) and is incident on a photodetector (PD). The signal from the PD is used for feedback cooling through 

modulating the laser phase with an electro- optic modulator (EOM). The intensity of the laser is controlled by an 

acousto- optic modulator (AOM) driven by an radiofrequency (RF) signal from an arbitrary waveform generator 

(AWG). The light is turned off by switching off the RF with a switch. A beam for cooling motions perpendicular to 

the z direction is incident from the right side. (B) Time sequence for the squeezing protocol. (C) Variation of the 

uncertainty on the normalized phase space during the squeezing protocol. zi, pi indicates the position 

normalized by 
√

ℏ∕2mωi and the momentum normalized by 
√

ℏmωi ∕2, respectively, with i = 0,1.
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level. As discussed in a recent theoretical investigation for a similar 

setup (25), the fundamental mechanism that limited squeezing in our 

protocol was photon recoil heating at t1 < t < t2, resulting in the maxi-

mum squeezing of –13 dB (31).

V 
~

n can in principle include an effect of quantum mechanical origin. 

When the measurements were performed simultaneously for both the 

position and the momentum, as realized with short tTOF in our scheme, 

the quantum mechanical uncertainty of the detector can also come 

into play (35, 36). A recent study suggested that an optically levitated 

nanoparticle in the weak measurement regime, where the particle 

oscillatates nearly coherently and its position is continuously mea-

sured through scattering of the trapping laser, undergoes the simul-

taneous position and momentum measurements with enhanced 

uncertainties (29). In the present work, we anticipate that the ad-

ditional uncertainty due to the simultaneous measurements was 

negligibly small because we monitored predominantly the velocity 

through free expansion measurements with a long TOF. However, a 

quantitative understanding of such an uncertainty in the present setup 

requires further theoretical considerations, which will be an interest-

ing area for future study.

Accurate measurement of the displacement with an 
optical lattice
Our claim of quantum squeezing relies on a correctly calibrated posi-

tion signal, because the level of squeezing was determined by taking 

the ratio of the measured velocity variance to V0. All of the plots pre-

sented in the present work relied on the following calibration proce-

dure. We first performed TOF measurements of Δvz for various values 

of nz prepared by varying the feedback gain. By fitting the measured 

relation between Δvz and nz with the Maxwell- Boltzmann distribution, 

we found Δvz as expected for nz = 0, which provides a calibration of 

the position signal (fig. S2) (31). This approach is based on the value 

of nz obtained with the integration of power spectral density (PSD) 

under an assumption that the PSD without cooling thermalizes to 

room temperature (37, 38). However, it has been argued that thermal 

fluctuations at room temperature can be a source of large errors (39). 

The flatness of the noise floor of the PSD is also an important prereq-

uisite because the subtraction of the noise floor is required for an 

optimum estimation of the area of the PSD. This requirement is also 

important for the quantum mechanical approach based on Raman 

side- band asymmetry (40).

To quantitatively confirm that our calibration was correct, we in-

troduced an independent approach for calibrating the position signal 

that uses the nature of an optical lattice and does not rely on the in-

tegration of the PSD. Because the nanoparticle is trapped in an optical 

lattice, the effective distance between the nanoparticle and the retro- 

reflecting mirror L is proportional to the wavelength of the laser 2πc/

(Ω0 + Ω1), with Ω0 + Ω1 being the laser frequency. This fact indicates 

that shifting the laser frequency to Ω0 + Ω2 should induce an oscilla-

tion with an amplitude proportional to the frequency difference Ω2 – Ω1 

(Fig. 4A). The induced displacement of the optical potential is given by

In our measurements, after the initial state preparation, we turned off 

feedback cooling and shifted the optical potential for a short time τ, 

during which we let the particle oscillate, and then we recovered the 

original potential for position measurements (Fig. 4B). When we 

varied τ, we observed a clear oscillation with an amplitude of 2δ 

(Fig. 4C). The measured amplitudes calibrated with the temperature 

measurements are in excellent agreement with Eq. 5 within 2% (Fig. 4D), 

indicating that both calibration procedures are reliable. Because of its sim-

plicity, the proposed approach for calibrating the position signal can also 

be a useful alternative means for future sensing applications.

Concluding remarks
We have demonstrated quantum squeezing of the CoM motion of a 

levitated nanoparticle by manipulating the velocity uncertainty with 

rapid frequency variations, revealing the reduction of this uncertainty 

by directly observing the narrowing of the velocity distributions with 

TOF free- expansion measurements. The velocity variance was reduced 

to –4.9 dB that of the quantum ground state. The observed level of 

squeezing is comparable to the mechanical squeezing realized with 

quantum reservoir engineering in a micromechanical oscillator (16). 

Our study clearly shows that quantum squeezing of a levitated nanopar-

ticle was realized without being masked by its multiple motional degrees 

of freedom and that the generated squeezed state was very sensitive to 

various ways of fluctuating the system. Our work demonstrates the valid-

ity of the free expansion of the wavefunction, which has been required 

in various theoretical proposals to elucidate the quantum mechanical 

nature of the motional state of levitated particles (41–44).
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Fig. 2. Time evolution of the normalized velocity variance for r = 0.85. (A) Plot for 

the entire time range. When t2 – t1 is varied, we observed a variation of the velocity 

variance for more than two orders of magnitude, implying the rotation of the elliptical 

uncertainty on the phase space with a period of ~4 μs. The error bars indicate the 

error in determining the width with a fit to the measured velocity distribution. The 

shaded area indicates quantum squeezing. The observed minimum velocity variance 

obtained from a fit on the entire profile corresponds to the squeezing level of –4.9 ± 

0.1 dB with respect to that of the ground state. (B and C) Expanded views of (A) 

around the minima of V 
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Fig. 3. Measured variance with respect to the squeezing parameter. For each r, we 

plotted V 
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2 (circles) extracted by fitting Eq. 2 to the measured time 

evolution. The variance of the initial state before the squeezing protocol is shown by a 

diamond at r = 0. The error bars indicate the error in determining the parameters with 

a fit. The shaded area indicates quantum squeezing. For the fit on V 
~

1 shown by the 

solid line, we found V 
~

n = 0.21 ± 0.01. For the fit on V 
~

2 shown by the dashed line, we set 

V 
~

n to 0.21.
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From a practical point of view, levitated particles are expected to be 

a promising system for realizing sensing devices beyond current tech-

nologies (45), and as demonstrated thus far with various quantum 

systems, quantum squeezing is a powerful technique to enhance their 

sensitivity (4, 5, 7). Our scheme is expected to be useful for future ap-

plications in acceleration sensing. In fact, our measurements were 

substantially influenced by the vibration of the vacuum pumps. Extending 

the limit of squeezing may allow us to reveal an otherwise undetect-

able effect, including the quantum mechanical uncertainty through 

the simultaneous position and momentum measurements (35, 36). 

Furthermore, our system provides exciting possibilities for explor-

ing thermodynamics under continuous quantum measurements and 

feedback (46, 47).
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Fig. 4. Calibration of the position signal through shifting the laser frequency.  

(A) Schematic showing the mechanism of inducing the oscillation of the trapped 

nanoparticle by shifting the laser frequency. (B) Time sequence of the measurement. 

(C) Oscillation amplitude with respect to τ. The error bars indicate the SD of the 

oscillation amplitude. The dashed lines is a fit of Eq. 2 (31) to the measured amplitude, 

and the solid line is a calculated value with Eq. 5 and is not a fit. (D) Extracted 

amplitude with respect to the frequency difference. The error bars indicate the error in 

determining the amplitude with a fit to the oscillation signal. The solid line shows 

calculated values with Eq. 5 and is not a fit.
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RANGELANDS

Climate rather than overgrazing 
explains most rangeland primary 
productivity change in Mongolia
Avralt- Od Purevjav1, Tumenkhusel Avirmed2, Steven W. Wilcox3, 

Christopher B. Barrett4* 

Rangelands are Earth’s dominant land type, supporting the 

livelihoods of more than 2 billion people. Concerns about 

rangeland degradation typically focus on overgrazing. But 

climate change may be a greater culprit. Using spatially 

disaggregated, nationwide data from Mongolia, from 1984 to 

2024, we exploited seasonal variation in grazing locations to 

quasi- experimentally estimate the causal effects of livestock 

herd size, weather, and climate change on rangeland primary 

productivity. At interannual frequency, herd size modestly but 

significantly negatively affects primary productivity, with 

notable variation across ecological zones. The effects of 

weather fluctuations are, however, an order of magnitude larger. 

At the decadal scale, over which herders can adapt to climate 

change, herd size effects disappear, and temperature effects 

dominate. In Mongolia, climate change seems to drive most 

long- term change in rangeland primary productivity.

Rangeland conservation is important because rangelands are the domi-

nant land type on Earth, supporting the livelihoods of more than 2 

billion people (1, 2). Effective conservation efforts require understanding 

the factors that cause variation in rangeland health (3). Extensive litera-

ture has studied how variation in rangeland conditions may result from 

herd size fluctuations on the basis of equilibrium carrying capacity or 

abiotic phenomena per nonequilibrium rangeland system theories, 

among other factors (4–7). If herd sizes and management drive degrada-

tion, policies such as livestock taxes or use restrictions can offer effective 

conservation tools. If abiotic phenomena are more to blame, the scope 

for effective local actions shrinks.

Identifying the causal contributions among multiple potential drivers 

is therefore crucial to effective rangeland management policy. Yet despite 

a broad observational literature describing the association of rangeland 

conditions with various explanatory variables, as well as small- scale ex-

perimental studies, scant strong causal evidence exists at scale about the 

causes of variation in rangeland conditions (8–14). The pervasive endo-

geneity of key explanatory variables in observational data—especially 

herd size, which is partly chosen by herders in response to rangeland 

and weather conditions—poses a formidable inferential challenge.

The inability to run large- scale experiments that control for herd 

stocking rates over an extended period prompts analysts’ use of modeling 

or observational data. Modeling requires that one assume the causal 

relationship of interest and thus typically fails to resolve causal inference 

challenges. In observational data, correlations between livestock hold-

ings and rangeland conditions can occur even when no underlying causal 

relationship exists. This may occur if, for example, (i) people managing 

large herds excel at locating quality rangeland (nonrandom “selection” 

bias), (ii) rangeland productivity contributes to herd growth (reverse 

causality), and/or (iii) extreme weather both reduces herd size and harms 

rangelands (a spurious correlation owing to unobserved factors). These 

and other statistical confounders cause the estimated correlation be-

tween herd size and rangeland conditions to deviate from the unob-

served, true causal effect, potentially leading to poor policy guidance 

(15, 16). Quasi- experimental methods can eliminate these statistical bi-

ases, enabling recovery of true causal effects with observational data.

These issues loom large in Mongolia, where rangelands comprise 

roughly 70% of the country’s territory and underpin rural livelihoods. 

Herd sizes increased sharply after the country’s 1990–1992 market 

economy transition (Fig. 1) (17–19), when 25 million livestock were priva-

tized while grasslands remained open access across the country. By 2018, 

57% of Mongolia’s rangelands were considered degraded to some extent, 

with 10.3% fully degraded (20). Rangeland degradation threatens the 

country’s ecosystems, the livelihoods of herders, and others who depend 

on the livestock industry. But alongside herd size growth, temperatures 

and wind speeds have increased, and precipitation has declined (fig. S8) 

(21–23), raising the prospect of climate change impacts.

Prior studies on Mongolia—which were limited by restricted spatial 

and time scales and the endogeneity of herd size—largely blame over-

grazing from large herd sizes as a likely primary driver of rangeland 

degradation (10, 20, 24–27). Other work suggests synergistic relation-

ships between grazing and weather (4, 28–37), and small- scale experi-

ments have emphasized the effect of exposure to grazing (25, 38–40). 

Still other work conducted at scale has found evidence for positive ef-

fects from herd size on primary productivity and increasing trends in 

average greenness (13).

Mongolia’s policy- makers have emphasized increasing herd sizes in 

addressing rangeland health. In 2021, Mongolia instituted a nationwide 

livestock head tax, aiming to induce lower stocking rates and address 

perceived adverse rangeland impacts (41). However, if increased stocking 

rates have not caused much decline in rangeland conditions, then live-

stock taxes and related policies may prove counterproductive. To date, 

evidence for negative effects of grazing rely mainly on correlational 

analyses and have not addressed the endogenous nature of herd size nor 

important potential confounding factors such as climate change effects.

In this work, we addressed these fundamental research challenges 

using nationwide data from Mongolia spatially disaggregated to soums 

(roughly equivalent to a US county, which vary in size from 14 to 27,930 km
2
) 

(fig. S1) from 1984 to 2024. Our main contribution was to use quasi- 

experimental methods and unusually rich data to isolate the indepen-

dent causal effects of herd size, short- run weather variation, and 

longer- term climate change on rangeland primary productivity—an 

important component of rangeland health (3). Our data and methods 

permit us to isolate exogenous components of herd size to enable causal 

inference as though the data were experimental over larger spatial and 

temporal domains than those in prior work. This approach directly 

addresses the question of whether herd size, short- term weather, or 

climate change has a larger effect on rangeland primary productivity.

Mongolian herders raise livestock—mainly camels, cattle, goats, 

horses, and sheep—with species composition varying by ecological zone 

and herders’ income and husbandry skills (42). As the seasons change, 

herders move among distinct grazing ranges within their soum. In the 

winter and spring, they move to areas with consistent water sources 

and topography that provides protection from wind and snow (such as 

leeward sides of hills and ridgelines, and drainages), especially during 

extreme winter weather events known as dzud, which cause mass live-

stock mortality (Fig. 1 and figs. S6, S9, and S11) (43, 44). In the summer 

and fall, livestock graze more open areas. The seasonal geography of 

grazing means that combinations of movement from leeward to wind-

ward sides of geographic features, from lower to higher elevation, or 

both creates spatial separation of seasonal grazing ranges (fig. S3). This 

movement provides livestock with year- round access to forage and wa-

ter, protects herds from winter weather, and allows grasslands to re-

cover (42, 45–47).
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We exploited Mongolian herders’ seasonal movement to disentangle 

the effects of herd size, short- run weather, and climate change on 

reflectance- based measures of primary productivity [for example, the 

normalized difference vegetation index (NDVI) (48–51)], which we vali-

dated with ground- based biomass data in analogous fashion to prior 

work (fig. S8 and table S2) (52, 53). Specifically, we used a two- stage es-

timator that combines small area estimation (54) and instrumental vari-

ables (IV) methods (15, 16). In the first stage, we used soum- level herd 

census data (55) and dzud events occurring on winter- spring grazing 

ranges (WGRs) to predict exogenous variation in June herd size (Fig. 2A) 

(56), which we then extrapolated over 1984–2024 using small area esti-

mation. In the second stage (Fig. 2B), we used predicted June herd size 

from the first stage to generate causal estimates of the independent ef-

fects of herd size and weather or climate on summer rangeland primary 

productivity in soum- level summer- fall grazing ranges (SGRs). Using 

fitted values from the first stage eliminates variation in June herd size 

that could generate spurious correlation arising from spring and summer 

SGR weather, rangeland conditions, or unobserved factors that affect 

both SGR primary productivity and summer herd sizes. Both stages in-

clude statistical control variables for SGR- based seasonal precipitation, 

temperature (57, 58), and SGR primary productivity from the previous 

year, as well as period and soum fixed effects—indicator variables for 

each year and for each soum, which control for unobserved heterogene-

ity. Given these controls, WGR winter weather and December herd size 

should have no effect on SGR primary productivity the following summer 

other than through their impact on June herd size. The geography of 

seasonal grazing and seasonality of soil moisture and rangeland plant 

growth phases justify this assumption. In addition to the physical separa-

tion between WGRs and SGRs, winter precipitation contributes little to 

soil moisture and plant growth compared with those from summer rains, 

which bring most of Mongolia’s annual moisture (59–61). If a large por-

tion of the soil moisture on which SGR plant growth relies came during 

winter and flowed from WGR to SGR through either surface or ground-

water, our assumption would be questionable. But spatial separation, 

drainage, and precipitation seasonality allayed this concern.

To distinguish the effects of climate 

from short- run weather variation, we con-

structed multiyear averages of each vari-

able and then differenced them over 

extended (10-  or 20- year) periods (62). 

These differences were used in place of 

the annual levels regressand and regres-

sors in the two- stage quasi- experimental 

estimation strategy. If herders, rangeland 

managers, government, or others adjust 

behaviors over multiyear periods in re-

sponse to shifting weather patterns, then 

impact estimates derived from year- on- 

year responses to weather realizations 

might yield biased estimates of the im-

pacts of climate change (62). For example, 

short- run estimates of annual weather 

fluctuations’ impact on rangelands might 

be biased upward relative to the true im-

pacts of (multiyear) climate change if sus-

tainable adaptive mechanisms exist and 

mitigate the short- run effects of a se-

quence of unusually hot years. Conversely, 

regressions at annual frequency may face 

attenuation bias if unsustainable mitiga-

tion measures—such as groundwater ex-

traction or distribution of supplemental 

feed during a drought—dampen impacts 

in the short run but are unsustainable.

To address heterogeneous effects, we 

also recovered ecological zone–specific causal estimates of herd size, 

short- run weather, and climate by interacting covariates of interest with 

indicator variables denoting which of the five primary ecological zones 

in Mongolia are dominant in a given soum (fig. S4) (63, 64). Heterogeneous 

effects by livestock species are possible but not statistically identifiable 

with our methods because of the endogenous nature of herd composi-

tion; thus, we focused on total herd size in sheep equivalent units.

In quasi- experimental estimations, standard errors were clustered in 

the first stage and block- bootstrapped in the second stage to account 

for predicted herd size from the first stage (65–69). In comparison non–

quasi- experimental estimations, standard errors were clustered at the 

soum level. We also addressed concerns over nonstationarity and serial 

correlation (70–72). Further details on all our methods, data, data ac-

quisition, and summary statistics (figs. S1 to S11 and tables S1 to S14) 

are provided in the supplementary materials and replication files (73–76).

Results
Overall, larger herd sizes have a modest negative effect on rangeland 

primary productivity over short (interannual) time horizons (Fig. 3). 

Our quasi- experimental short- run elasticity estimates (Fig. 3, Short- run 

IV) indicate that on average, a doubling of herd size reduces reflectance- 

based greenness (our primary productivity indicator) by 4% (P < 0.01). 

These effects differ across the five main ecological zones in Mongolia. 

Herd size’s largest impacts are in the mountain taiga (–0.112), forest 

steppe (–0.106), and steppe (–0.049) zones; point estimates for semides-

ert and desert zones are insignificant and near zero. Larger herds’ short- 

run effects on primary productivity are concentrated in cooler, more 

productive, and preferred rangelands.

However, over longer, 10- year periods, allowing for potential adapta-

tion to climate change (Fig. 3, Long- run IV) (62), herd size has no sig-

nificant impact, either overall or in any ecological zone (Fig. 3). The sharp 

contrast with the short- run estimates based only on interannual weather 

variation carries powerful policy implications. Measures to reduce herd 

sizes can generate short- term rangeland productivity gains. But interven-

tions meant to reduce herd sizes have no measurable impact over longer 

Fig. 1. Livestock population dynamics in Mongolia (1970–2024). Livestock population dynamics, 1970 to 2024, based 

on Mongolia’s annual December livestock census (55, 76). The left y axis indicates sheep and goats, and the right y axis 

indicates cattle, horses, and camels. The gray vertical line denotes the beginning of privatization after the country’s 

democratic revolution. The light blue vertical lines indicate recorded instances of severe winter weather conditions (dzud), 

as documented by the government. Dzud events are clearly associated with significant reductions in herd size.
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periods, presumably because herders and land managers naturally 

adapt, rendering policy measures unnecessary, even costly.

Conventional, correlational approaches to estimating herd size effects 

can substantially misestimate the sign and magnitude of herd size ef-

fects (Fig. 3). This is evident in comparing our quasi- experimental esti-

mates with conventional ordinary least squares (OLS) estimates akin 

to correlational results found in the literature. Including soum and time 

fixed effects (location- specific and year indicator variables) to control 

for time- invariant unobserved factors within a soum (such as altitude, 

distance to nearest city, or size) and unobserved period- specific factors 

common to all soums (such as livestock product prices) reduces the bias 

in OLS estimates. The OLS estimates without fixed effects (Fig. 3, OLS 

without FEs) are inconsistent in sign and greater than quasi- experimental 

estimates, revealing the positive bias to which correlational estimates 

are prone because of some combination of omitted variable, reverse 

causality, and selection bias. Incorporating fixed effects (Fig. 3, OLS with 

FEs) to partly control for such confounders generates estimates that are 

reasonably close to short- run IV estimates.

Tests for heterogeneous impacts by ecosystem type demonstrate even 

starker contrasts between quasi- experimental and conventional, cor-

relational estimates. Conventional OLS point estimates of herd size ef-

fects on rangeland primary productivity are either inconsistent in sign 

and near zero (mountain taiga, forest steppe, or steppe) or positive and 

sometimes significant (semidesert and desert), depending on the sample 

size and geographic coverage (survey versus census). 

Although including fixed effects again improves 

conventional estimates, these still diverge substan-

tially from quasi- experimental short- run IV esti-

mates, particularly in more productive mountain 

taiga, forest steppe, and steppe zones. The generaliz-

able methodological implication is that in settings 

where no quasi- experimental method equivalent to 

ours is feasible, control for fixed effects and weather 

covariates can improve estimates of herd size effects 

on rangeland primary productivity.

Turning to the impacts of weather and climate, 

our short- run IV estimates show that warmer 

weather statistically significantly adversely affects 

primary productivity; the marginal semi- elasticity 

of an additional growing degree day (GDD) > 20°C 

on rangeland NDVI is –0.012 (P < 0.01). An addi-

tional 3.5 GDD > 20°C per summer produces a 

comparable reduction in rangeland primary pro-

ductivity to doubling herd size. Conventional 

(OLS) estimates are each negative, mostly smaller 

in magnitude than the quasi- experimental esti-

mates, and inconsistently significant, although 

fixed effects estimates with census measures of 

herd size are comparable with short- run IV esti-

mates. The largest heat effects occur in lower ele-

vation or lower- productivity ecological zones 

(desert, semidesert, steppe, and forest steppe), not 

in the mountain taiga zone, which remains some-

what insulated from increased temperature expo-

sure above 20°C. Conventional OLS point estimates 

are inconsistent in sign and significance across 

ecological zones. Fixed effects OLS estimates do 

not uniformly approach the preferred, short- run 

IV estimates, although this approach is more con-

sistent with short- run IV estimates when census- 

based herd size measures are used.

Longer- run IV estimates of the impact of cli-

mate change point to even larger negative effects 

from increased exposure to higher temperatures. 

Comparing the estimated effects of climate and 

herd sizes, it becomes clear that climate change, not rising herd sizes, 

accounts for most of the variation in rangeland primary productivity in 

Mongolia over the past 40 years. The effects are especially large for 

desert, semidesert, steppe, and forest steppe ecological zones, with some-

what muted impacts on cooler, more productive ecological zones.

Further details on the estimation presented in Figs. 3 and 4, including 

first- stage results and robustness checks, are provided in the supple-

mentary materials (figs. S12 and S13 and tables S15 to S47). Our qualita-

tive results are robust to various alternative tests, including estimation 

with herd size in levels rather than in log, controlling for a lag of SGR 

NDVI, potential spillover effects from herder movement, use of 

20- year- long rather than 10- year- long differences, accounting for (en-

dogenous) herd composition, and interaction effects between herd size 

and weather or climate.

Because weather variables typically covary with one another signifi-

cantly, it is difficult to interpret individual coefficient estimates inde-

pendently of the others. We therefore calculated Shapley- Owen 

measures (77, 78) of the joint impacts of different groups of variables. 

The Shapley- Owen decomposition captures estimated marginal effects, 

correlation among explanatory variables, and the magnitude of the 

within- sample variation in all variables, reflecting the percentage share 

of explained rangeland primary productivity variation attributable to 

variation in grouped explanatory variables. Even for year- on- year 

changes, weather variability is 10 times more impactful than herd size 

A

B

Fig. 2. Visualization of causal identification strategy. (A) The first stage. (B) The second stage. HS, herd size; 

B, rangeland primary productivity (proxied by the NDVI); W, weather variables, including growing degree days 

(GDD), freezing degree days (FDD), wind speed, total precipitation, snow coverage, and snow density; WGR, 

winter- spring grazing ranges; SGR, summer- fall grazing range; s, soum; and t, time period. Dashed lines indicate 

instrumental variables included in the first stage but excluded from the second stage.
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on primary productivity (Fig. 4A). Changes in herd sizes explain <2% 

of the observed variation in primary productivity, whereas interannual 

changes in weather explain 38%. At longer (10- year) horizons, herd size 

variation explains <10% and climate change explains 45%. Time- 

invariant characteristics of soums and period- specific factors (fixed ef-

fects) account for much of the observed variation at both shorter-  and 

longer- run horizons. Across Mongolia as a whole, both herd size and 

climate matter to rangeland primary productivity—but not at all equally.

Discussion
Our findings are intuitive. First, higher marginal herd size effects in 

upper elevation zones reflects that these cooler areas are herders’ pri-

mary refuge owing to greater forage production in summer months. 

Herders will move livestock from less desirable rangelands as forage 

grows scarce but will remain in desirable mountain taiga grazing ranges 

as long as possible in hot years. Second, exposure to higher temperature 

has thus far had limited adverse impacts on primary productivity in the 

higher- elevation mountain taiga zone. Third, climate change’s negative 

productivity impacts are greatest in the desert and semidesert zones, 

which experience no significant herd size impacts because these areas 

are infrequently used in summer. Fourth, if climate change causes more 

frequent or severe dzuds (44), then direct adverse climate effects on 

primary productivity may be partly attenuated in the short run by cli-

mate change’s indirect effects through induced herd size reductions 

from dzud losses, but at great cost to livelihoods.

Our findings carry several implications for the scientific community and 

policy- makers. First, our findings suggest that policy levers focused on herd 

size alone—such as Mongolia’s livestock taxes—may have a limited effect 

on desired rangeland outcomes, especially at multiyear time scales.

Second, efforts to mitigate rangeland productivity losses might be best 

targeted to where expected impact is greatest. For example, efforts to 

improve management in lower- elevation steppe and semidesert zones 

may reduce the need for higher use of mountain taiga and forest- steppe 

zones. Or livestock taxes might be levied solely, or at a higher rate, in the 

mountain taiga grazing ranges where short- run impacts of stocking rates 

are greatest.

Third, the growing availability of remotely sensed data over large 

spatial and temporal scales (79, 80) opens new opportunities to apply 

quasi- experimental methods to study drivers of change in rangelands. 

However, although remotely sensed vegetation indices are well- 

established for measuring primary productivity, they have limitations. 

Future quasi- experimental work should study the independent effects 

of different hypothesized drivers on additional attributes of rangeland 

health when possible (1, 3).

The key finding is that climate change is the main driver of longer- term 

rangeland primary productivity in Mongolia. Mongolian rangelands are 

affected more by the collective greenhouse gas–emitting behaviors around 

Fig. 3. Comparison of herd size and GDD (> 20°C) 

effect size estimates. (A) Estimated coefficients for herd 

size (in log). (B) Estimated coefficients for GDD > 20°C 

(in level). The top row shows results across rangelands 

overall, and the bottom five rows show results for the five 

main ecological zones. Within each row, six coefficient 

estimates are shown, with error bars indicating the 95% 

confidence intervals and a vertical dashed line indicating 

zero (the null hypothesis of no effect). Coefficient 

estimates in each row come from six different models:  

(i) Survey OLS without FEs: standard ordinary least 

squares (OLS), without soum and year fixed effects (FEs) 

estimated with 2016–2024 June herd size survey data 

only (sourced from table S15, column 2, for rangelands 

overall and table S25, column 2 for zone- specific results), 

which most directly replicate prior studies’ methods;  

(ii) Survey OLS with FEs (where FEs are indicator variables 

for each soum and year that control for time- invariant 

unobserved features of soums and for unobserved 

year- specific factors common to all soums, respectively) 

estimated with 2016–2024 June herd size survey data 

only (sourced from table S15, column 6, for rangelands 

overall and table S25, column 6, for zone- specific results); 

(iii) Census: OLS without FEs estimated with December livestock stock census data 1984–2023 (sourced from table S16, column 2, for rangelands overall and table S26, column 

2, for zone- specific results); (iv) Census: OLS with FEs estimated with December livestock census data 1984–2023 (sourced from table S16, column 6, for rangelands overall  

and table S26, column 6, for zone- specific results); (v) Short- run IV (year- on- year): quasi- experimental results estimated using interannual weather variation in our two- stage 

approach (sourced from table S19, column 6, for rangelands overall and table S29, column 6, for zone- specific results) (15, 16, 54); and (vi) Long- run IV (10- year diff.): quasi- 

experimental results estimated by using 10- year- long  differences in our two- stage approach (sourced from table S37, column 6, for rangelands overall and table S41, column 6, 

for zone- specific results) (15, 16, 54, 62). Because NDVI is in log, herd size coefficients have an elasticity interpretation, whereas weather coefficients (including GDD > 20°C) 

have a semi- elasticity interpretation.

A B 

Fig. 4. Shapley- Owen decomposition. (A and B) The Shapley- Owen decomposition for 

herd size (in log), climate, and fixed effects in (A) Short- run IV and (B) Long- run IV 

models (10- year difference). Respective values come from tables S19 (column 6) and 

S37 (column 6), respectively. Each bar indicates the contribution of a factor to the 

total variation (100%) in coefficient of determination (R2), with the text labels 

indicating the specific contribution value. The colors correspond to the difference 

factors: Fixed effects, light orange; climate, green; and herd size, blue.
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the globe than by local herders. Policy- makers might therefore usefully 

focus attention on global mitigation and on international compensation 

for climate damages and less on taxing herders who already seem to adapt 

to climate change and appear responsible for little if any of the change in 

Mongolia’s rangeland primary productivity over the past 40 years.
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Scalable entanglement  
of nuclear spins mediated  
by electron exchange
Holly G. Stemp1,2†, Mark R. van Blankenstein1,2, Serwan Asaad1,2‡, 

Mateusz T. Mądzik1,2§, Benjamin Joecker3, Hannes R. Firgau1,2,  

Arne Laucht1,2,4, Fay E. Hudson1,4, Andrew S. Dzurak1,4,  

Kohei M. Itoh5, Alexander M. Jakob2,6, Brett C. Johnson7,  

David N. Jamieson2,6, Andrea Morello1,2* 

The use of nuclear spins for quantum computation is limited by 

the difficulty in creating genuine quantum entanglement 

between distant nuclei. Current demonstrations of nuclear 

entanglement in semiconductors rely on coupling the nuclei to 

a common electron, which is not a scalable strategy. In this 

work, we demonstrated a two- qubit controlled- Z logic operation 

between the nuclei of two phosphorus atoms in a silicon device, 

separated by up to 20 nanometers. Each atom binds separate 

electrons, whose exchange interaction mediates the nuclear 

two- qubit gate. We prepared and measured a nuclear Bell state 

with a fidelity of 76
+5

−5
% and a concurrence of 0.67+0.05

−0.05
. With this 

method, future progress in scaling up semiconductor spin 

qubits can be extended to the development of nuclear spin–

based quantum computers.

Entanglement—the quintessential quantum mechanical property—is 

a vital ingredient for quantum computation and quantum communica-

tions and can provide a quantum advantage in sensing and metrology. 

However, the practical use of quantum entanglement quickly reveals 

a major challenge in quantum technologies: the conflict between isola-

tion from the environment and coupling between different quantum 

systems. In the solid state, it is generally the case that the systems with 

the longest coherence, such as nuclear spins (1, 2), are the most chal-

lenging ones to entangle.

Nuclear spins were the very first physical platform to demonstrate 

the execution of a quantum algorithm (3). Ensemble nuclear magnetic 

resonance (NMR) pioneered many of the sophisticated quantum con-

trol techniques that have subsequently been adopted by other plat-

forms (4) but is no longer pursued for scalable quantum computing 

because of the lack of scalable methods to produce genuine quantum 

entanglement between multiple nuclei. We use the term “genuine” 

entanglement to highlight that although multiple quantum coherences 

between distant nuclei are routinely observed in ensemble NMR (5), 

such states can be described by mixtures of fully separable density 

matrices. A minimum spin polarization of 1/3, a sufficiently pure initial 

state, is required to satisfy the entanglement criterion of positive par-

tial transpose (6, 7). The development of methods to projectively mea-

sure single electron spins, and resolve nuclear spins that are coupled 

to them, has enabled the preparation of high- purity electron- nuclear 

states in, for example, diamond (8), silicon (9), silicon carbide (10), and 

rare- earth systems (11).

The remaining challenge is the extremely weak mutual coupling 

between nuclear spins. For example, the magnetic dipole coupling 

between two 
31

P nuclei at 1 nm distance is on the order of 10 Hz. 

Therefore, most examples of nuclear entanglement rely on coupling 

the nuclei to a common electron (12, 13), necessarily within distances 

of ~1 to 5 nm, dictated by the size of the electron wave function (14–16). 

These methods are inherently nonscalable, owing to exponential spec-

tral crowding as more nuclei are included. The only way out of this 

gridlock is to involve multiple electrons (17, 18), which themselves 

should be mutually coupled in a robust and scalable manner.

In this work, we demonstrated a scalable method to generate genu-

ine entanglement between nuclear spins. We implemented a nuclear 

two- qubit geometric controlled- Z (CZ) gate between the nuclear spins 

of two 
31

P donor atoms in a silicon metal- oxide- semiconductor (MOS) 

device. Each nucleus is bound to a different electron, and the two 

electrons are coupled by a Heisenberg exchange interaction. The ex-

change interaction strength of 12 MHz corresponds to an estimated 

interdonor distance of up to 20 nm (19) and enables fast (≈2 μs) en-

tangling operations. The geometric two- qubit gate we report here 

relies solely on having an electron’s spin resonance frequency depend-

ing on the state of two nuclei. This condition can be fulfilled in a wide 

range of donor locations, and with diverse methods for electron- 

electron interaction, which may also involve coupling to intermediary 

quantum dots. Therefore, our method underpins the exciting prospect 

of exploiting advances in the development and scaling of semiconduc-

tor quantum dots (20, 21) and extending them to the operation of 

nuclear spin–based quantum processors.

Four- qubit, two- atom device
The system in which these experiments were performed consists of 

two 
31

P donor nuclei, which we refer to as donor 1 (consisting of nu-

cleus n1 and electron e1) and donor 2 (consisting of nucleus n2 and 

electron e2), introduced into an isotopically purified (22) 
28

Si lattice 

by means of ion implantation (23). We use the symbols �↓⟩ and �↑⟩ for 

the electron spin states and �⇓⟩ and �⇑⟩ for the nuclear ones. Each 

donor nucleus was hyperfine coupled to a single bound electron, with 

a hyperfine coupling strength of A1 = 111 MHz and A2 = 113 MHz, re-

spectively. The two electrons were coupled to one another with an 

exchange interaction strength of J ≈ 12 MHz (24). Using a full configu-

ration interaction method (19) to model the two donor atoms (Fig. 1, 

A and B), we estimate the largest interdonor distance for this value of 

exchange interaction strength to be 20 nm. The estimated interdonor 

distance for this value of exchange interaction strength depends on 

the exact axis over which the donors are separated. Averaging over all 

possible donor orientations, we obtained an average estimated inter-

donor distance of 16.13 nm. Details of this calculation are provided in 

the supplementary materials, Interdonor distance estimations. These 

calculations assume no electrical detuning between the donors, which 

would increase the interdonor distances possible for this exchange 

interaction strength.

The spin Hamiltonian of the two- donor electron- nuclear system, in 

frequency units, is

where μB is the Bohr magneton, h is Planck’s constant, g1,2 ≈ 1.9985 

are the Landé g- factors of each electron spin, gμB/h ≈ 27.97 GHz/T, 

and γn ≈ 17.23 MHz/T is the 
31

P nuclear gyromagnetic ratio. Information 

on how the donor nuclei and electrons were initialized, controlled, 

and read out is provided in (25). Coherence time measurements of the 

ionized and neutral nucleus and the donor electron are provided in 

the supplementary materials, Nuclear and electron coherence times.

H =
(

μB∕h
)

B0

(

g1Sz1+g2Sz2

)

+γnB0

(

Iz1+ Iz2

)

+

A1S1 ⋅I1+A2S2 ⋅I2+J
(

S1 ⋅S2

)
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Within each donor, the hyperfine coupling results in two resonance 

frequencies being present for each spin, conditional on the other spin 

being in either the ⇓ (↓) or ⇑ (↑) state. Therefore, any operation on 

either the electron or nucleus represents a two- qubit conditional rota-

tion (CROT) gate, which can be used to generate electron- nuclear 

entanglement (9).

This entanglement can be extended to multiple donor atoms by in-

troducing an exchange coupling between the electrons of separate do-

nor atoms. The electron spin resonance (ESR) frequency spectrum is 

shown in Fig. 1C for one of the electrons in the two- donor system in 

the presence of an exchange interaction between the electrons. The 

electron state transitions represented by each resonance frequency 

peak are shown in Fig. 1C, insets. The presence of the exchange interac-

tion causes the electron eigenstates to hybridize, so that the two- qubit 

electron eigenstates become ��↓1 ↓2⟩,
�
�↓1 ↑2⟩= cos(θ)��↓1 ↑2⟩+sin(θ)��↑1 ↓2⟩, 

�
�↑1 ↓2⟩= cos(θ)��↑1 ↓2⟩−sin(θ)��↓1 ↑2⟩,

�
�↑1 ↑2⟩, where tan(2θ) =

J

Δ
, and Δ is 

the detuning between the two electrons dependent on the orientation 

of the nuclear spins. In this case, each electron resonance depends on 

the state of three spins: the two- donor nuclei and the second electron 

of the exchange- coupled pair. Each rotation therefore constitutes a 

four- qubit Toffoli gate. This gate has two main advantages. First, it 

allows us to generate entanglement between a donor electron and the 

nucleus of another donor atom. Second, this gate allows us to imple-

ment a two- qubit nuclear geometric CZ gate, thus enabling entangle-

ment between neighboring donor nuclei.

The nuclear geometric CZ gate in a J- coupled system
The only requirement for being able to implement a nuclear geometric 

CZ gate is the presence of a resonance frequency of an electron, which 

depends on the state of two nuclei. This can be achieved in this system 

by using the four- qubit Toffoli gate, with the following steps.

First, both nuclei are initialized in the spin �⇓⟩ state by using the 

ENDOR scheme described in (26). Next, one of the two nuclei is placed 

in a superposition state by means of an NMR − Y π

2

 pulse, conditional 

on the electron bound to that nucleus being in the �↓⟩ state. For the 

example of n2 being placed in a superposition state, this therefore 

results in the following nuclear state (15)

When a 2π rotation is then applied to one of the electrons, conditional 

on a given two- qubit nuclear state, this rotation imparts a geometric 

phase ϕG onto the two- qubit nuclear state on which the electron rota-

tion was conditioned, with the magnitude of the geometric phase im-

parted given by

where ΔΩ represents the angle subtended on the sphere by the trajec-

tory of the electron spin (27). For the case of ΔΩ = 2π, ϕG = –π and 

hence a phase of π is acquired by the two- qubit nuclear state on which 

the electron rotation was conditioned, relative to the other states in 

the nuclear superposition. For the case of the electron rotation being 

conditioned on the two- qubit nuclear state �
�

⇓
1
⇑
2
⟩, this would there-

fore result in the following

�

�

⇓
1
⟩⊗

1
√

2

(

�

�

⇓
2
⟩+ �

�

⇑
2
⟩

)

=
1

√

2

(

�

�

⇓
1
⇓
2
⟩+ �

�

⇓
1
⇑
2
⟩

)

 (2)

ϕG = −
1

2
ΔΩ (3)

1
√
2

(
�
�⇓1

⇓
2
⟩+ �

�⇓1
⇑
2
⟩
) ϕ

G

→
1

√
2

(
�
�⇓1

⇓
2
⟩− �

�⇓1
⇑
2
⟩
)

 (4)

A B

C

Fig. 1. Exchange- coupled, two- atom system. (A) Three- dimensional (3D) full configuration interaction simulation of the singlet wave function for two donor atoms exchange- 

coupled with a strength of 12 MHz. This exchange- coupling strength corresponds to a spacing of 19 nm along the [100] crystal axis, assuming no detuning between the two 

atoms. (B) 2D plane cut of the simulation in (A) for a value of z = 0 nm. (C) ESR frequency spectrum schematic for one of the electrons in an exchange- coupled, two- donor 

system for the case of J > A, where J is the exchange interaction strength and A =
(

A1+A2

)

∕2 is the average hyperfine value of the two donor atoms (24, 26, 29). Six resonance 

frequencies are present for electron 1, conditional on the state of both the other electron and the two donor nuclei. Four of these resonances represent the case for which the 

two donor nuclei are in an antiparallel spin configuration, for which J < Δ = A. The remaining two of these resonances represent the case for which the two donor nuclei are in a 

parallel spin orientation, for which J > Δ = |

|

A1−A2
|

|

.
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If n1 was instead initialized in the ��⇑1
⟩ state, then the 2π rotation of 

the electron would be far off resonance, and hence no geometric 

phase would be imparted. This gate therefore represents the imple-

mentation of a two- qubit nuclear CZ gate, where a phase of π is added 

to the target nucleus, conditional on the control nucleus being in 

the �1⟩ = �⇓⟩ state.

A controlled- rotation (CNOT) or zero- controlled- rotation (zCNOT) 

nuclear gate can be implemented by adding an extra 
π

2
 pulse to the 

target nucleus after the CZ gate.

Entangling electrons and nuclei
By varying the frequency and duration of the drive applied to the 

electrons during the implementation of the nuclear geometric CZ gate, 

entanglement can be generated between one of the nuclei and both 

electrons in the exchange- coupled pair. In Fig. 2, we show the simu-

lated (Fig. 2C) and experimental (Fig. 2D) results of the implementa-

tion of the pulse sequence shown in Fig. 2A. Before the beginning of 

the sequence, the two nuclei were initialized in the state ��⇓1
⇓
2
⟩. A −Y π

2

 

pulse was applied to n2 to prepare the nuclear superposition state 
1

√
2

(
�
�⇓1

⇓
2
⟩+ �

�⇓1
⇑
2
⟩
)
. A pulse of varying duration and frequency was 

then applied to the electrons. The frequency of this ESR pulse was 

swept across a range of 20 MHz, so that it crossed the resonance fre-

quencies of e1 conditional on the �
�

⇓
1
⇑
2
⟩ nuclear state and of e1 and 

e2 conditional on the �
�

⇓
1
⇓
2
⟩ nuclear state, which together make up 

the nuclear superposition. Similarly, the duration of the ESR pulse was 

swept from 0 μs to ~20 μs, or ~20 π pulses of the electron when on reso-

nance. A final 
π

2
 pulse was then applied to n2. This acted to project 

the information along the xy plane of the Bloch sphere to the z- axis, 

so that it could be read out. For this measurement, we extracted the 

nuclear flipping probability, Pflip. The simulated trajectory on the Bloch 

sphere of n2 and e1 is shown in Fig. 2B, for the case of a 2π rotation 

of the electron performed on resonance.

In Fig. 2, E to G, we highlight three results shown in Fig. 2C. In Fig. 2E, 

we highlight a point at which e1 undergoes a 2π rotation at its resonance 

frequency (Fig. 2C, black star). This rotation is conditional on one of the 

states of the nuclear superposition: ��⇓1
⇑
2
⟩. When the nuclei are in an 

antiparallel spin orientation, the detuning between e1 and e2 (given by 

Δ = A = 112 MHz, where A is the average hyperfine value of the donor 

atoms) ensures that only e1 is driven at this frequency. As indicated by 

the circuit diagram, this 2π electron rotation therefore corresponds to 

the implementation of the nuclear geometric CZ gate, as we have de-

scribed. Because the operation is physically applied to the electron, it 

proceeds at the speed of electron rotations, much faster than nuclear 

rotations (28). In this case, with a moderate power of 15 dBm at the 

output of the microwave source, the nuclear CZ gate is completed in 

≈2 μs. When followed by the final 
π

2
 pulse on n2, this operation performs 

a zCNOT gate, flipping n2 if n1 is in the �⇑⟩ = �0⟩ state.

In Fig. 2F, we show the second point of note in Fig. 2C. This point 

represents the implementation of a π pulse on e1, once again at the ESR 

resonance frequency conditional on the nuclear state �
�

⇓
1
⇑
2
⟩ (Fig. 2C, 

blue circle). In this case, a π rotation of the electron will flip the state 

of e1, conditional on the state of n2, which is in a superposition state. 

This operation therefore acts to maximally entangle e1 with n2.

Last, in Fig. 2G we highlight the point for which both electrons 

undergo a π rotation, this time conditional on the nuclear state ��⇓1
⇓
2
⟩ 

(Fig. 2C, pink triangle), which constitutes the other half of the pre-

pared nuclear superposition state. For the case of the nuclei being in 

a parallel spin orientation, J > Δ, where Δ is now given by the detuning 

A

B

E F G

C D

Fig. 2. Entangling electrons and nuclei. (A) Schematic of the pulse sequence used to generate the plots in (C) and (D). The yellow pulses indicate a −Y π

2

 performed on n2.  

The purple and green striped pulse indicates a pulse of varying duration and frequency performed on the electrons in the J- coupled system. (B) Simulation of the path of n2 

(yellow), e1 (purple), and e2 (green) on the Bloch sphere for the case in which the electron drive is conditional on the nuclei being in the ��⇓1⇑2⟩ state. The arrows indicate the 

final state of the spins after the drive. For a drive duration of π, the arrows of n2 and e1 shrink to the center of the sphere as the two spins become entangled. (C) Simulation  

of the pulse sequence in (A). The axes correspond to the frequency and duration of the pulse applied to the electrons. (D) Experimental data from the implementation of the 

pulse sequence in (A). (E to G) Circuit diagrams and example input and output states representing the operations performed at the points in (C), with (E), the black star; (F), the 

blue circle, and (G), the pink triangle. Each state is written in the format ��n1n2e1e2⟩. Black dots in the circuit diagram indicate operations conditional on the ��1⟩ = �↓⟩ state, and 

white dots indicate operations conditional on the state ��0⟩ = �↑⟩.



Science 18 SEPTEMBER 2025 1237

between the two electrons Δ = |

|

A
1
−A

2
|

|

= 2 MHz. In this case, the ei-

genstates of the two electrons become strongly hybridized with one 

another (24, 26, 29); hence, driving at this frequency results in both 

e1 and e2 undergoing a rotation of π conditioned on n2. This results 

in both electrons becoming maximally entangled with n2, thus gener-

ating a three- qubit entangled state.

The phase imparted on n2 by the electrons depends on a combina-

tion of both the frequency detuning (Δf = f0 – fMW, where f0 is the reso-

nance frequency and fMW is the frequency of the driving field) and the 

duration of the electron drive. As Δf increases, the area of the cone 

enclosed by the path of the electron traversed on the Bloch sphere 

decreases. However, as the detuning from the resonance frequency 

increases, the spin precession frequency in the rotating frame in-

creases, resulting in a greater number of rotations about this cone. 

There are therefore a number of regions shown in Fig. 2, C and D, 

away from the electron resonance frequencies, for which the electron 

imparts a phase of 2π on the nucleus or undergoes a rotation of π, 

resulting in either the implementation of a nuclear CZ gate or the 

generation of entanglement between the electrons and n2. A full simu-

lation of this pulse sequence is shown in the supplementary materials, 

phase map simulations.

Long- range nuclear entanglement
Using the nuclear geometric CZ gate, we prepared an entangled state 

between the two distantly spaced donor nuclei. The pulse sequence used 

to prepare a Bell state between the two nuclei is shown in Fig. 3A. The 

nuclei were first initialized in the state ��⇓1
⇓
2
⟩. A 

π

2
 NMR pulse was then 

applied to both of the nuclei sequentially, so that we prepared the nuclear 

superposition state 
1

2

(��⇓1
⇓
2
⟩+ ��⇓1

⇑
2
⟩+ ��⇑1

⇓
2
⟩+ ��⇑1

⇑
2
⟩
)
. A 2π ESR 

pulse was then applied to e2 conditional on the nuclear state ��⇓1
⇑
2
⟩ = �10⟩, 

which imparted a phase of –π to this component of the nuclear super-

position, resulting in the state 
1

2

(��⇓1
⇓
2
⟩− ��⇓1

⇑
2
⟩+ ��⇑1

⇓
2
⟩+ ��⇑1

⇑
2
⟩
)
 . 

A second 
π

2
 pulse was then applied to n1, yielding the final state 

1√
2

(��⇑1
⇓
2
⟩+ ��⇓1

⇑
2
⟩
)
=

1√
2

(�01⟩+ �10⟩) , which represents the Ψ
+
 Bell 

state between the two nuclei. The resulting nuclear state probability 

was then measured for both nuclei.

To quantify the degree of entanglement generated between the do-

nor nuclei, we performed nuclear Bell state tomography. This involved 

first preparing the nuclear Bell state by using the pulse sequence de-

tailed above, before projecting the Bell state information along differ-

ent axes of the Bloch sphere to the z axis for read out (30). The pulse 

sequence used to prepare the nuclear Bell state is shown in Fig. 3A. 

This information was then used to reconstruct the density matrix of 

the prepared Bell state (Fig. 3B and supplementary materials, Bell state 

fidelity and concurrence). From this density matrix, we obtained a Bell 

state fidelity of 76+5
−5
% and concurrence value of 0.67+0.05

−0.05
, without re-

moval of SPAM, indicating the clear presence of entanglement between 

the two nuclei. The error bars in Fig. 3C and throughout this work 

indicate 2σ. More information on how the error bars were calculated 

is provided in the supplementary materials, Error bar estimation.

The nuclear Bell state fidelity is primarily limited by the fidelity of 

electron initialization. The nucleus can be read out with high fidelity 

(>99%) (31) because of the ability to perform quantum nondemolition 

(QND) readout through the electron. Additionally, the operation fidel-

ity of the nucleus, measured with single- qubit gate set tomography 

[supplementary materials, Nuclear one- qubit gate set tomography 

(GST)], also exceeds 99%. Consequently, the reduction in the amplitude 

of a Rabi oscillation performed on the neutral nucleus is primarily 

caused by electron initialization errors. By analyzing the amplitude of 

the neutral nucleus Rabi oscillations, we estimated an electron initial-

ization fidelity of 86% (supplementary materials, Phase reversal tomog-

raphy). This initialization error affects the performance of initializing 

and operating the neutral nuclei because each nuclear operation is 

conditional on the electron state.

A
B

C

Fig. 3. Long- range entanglement between two nuclei. (A) Circuit diagram depicting the pulse sequence used to generate the Bell state 
1

√
2

(
�
�01⟩+

�
�10⟩

)
 between the two 

nuclei (red shaded region). A zCNOT was performed on n1 by sandwiching the nuclear geometric CZ gate between two 
π

2
 pulses. The pulses depicted in the turquoise box  

above the circuit diagram indicate the projection pulses performed after the Bell state generation, so that the Bell state can be measured along all axes of the Bloch sphere,  

which is a requirement to perform Bell state tomography. (B) Reconstructed density matrix of the nuclear Bell state constructed by using Bell state tomography. This density 

matrix was reconstructed without removing state- preparation and measurement (SPAM) errors. (C) Experimental and simulated results of the two- qubit measurement of  

the Bell state along the z axis. The simulation assumed perfection in the gate operations and readout, with the only error introduced being the electron initialization error 

measured from experiments.
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In Fig. 3C, we show the experimentally measured two- qubit state 

probabiliy of the prepared nuclear Bell state along the z axis of the 

Bloch sphere, without any projection pulses applied. This plot includes 

simulated two- qubit state probability, assuming perfect gates and read-

out, with the only introduced error being the experimentally informed 

electron initialization error. The overlap between the measured data 

and simulation results highlights the substantial role of electron ini-

tialization in limiting Bell state fidelity. The root cause of this problem 

is poor thermalization of the electron reservoir from which the �↓⟩ state 

is initialized (32). It is usually possible to solve this by using a Bayesian 

Maxwell’s demon to beat the thermal limit of electron initialization 

(32). However, in this particular device, the method did not result in 

any improvements, owing to the short electron tunnelling times (sup-

plementary materials, Electron initialization).

Previous implementations of Maxwell’s demon on donor devices 

with longer electron tunneling times have demonstrated an electron 

initialization fidelity of 98.9%. With improvements to the amplifier 

chain to increase readout bandwidth, this fidelity could be realistically 

increased to 99.9% (32). Assuming this electron initialization fidelity, 

we obtained a simulated nuclear Bell state fidelity, using the same 

simulation as described above, of 99.7%. Use of deterministic single- ion 

implantation (23) to better control the distance between donor and 

single- electron transistor (SET) could further improve this value.

Conclusions
Entanglement is a vital resource for quantum computing. This work 

represents a key milestone, demonstrating the entanglement of nu-

clear spin qubits with a scalable method. Although different in the 

details of the operation, this result also represents the first realization 

of the original vision of Kane’s silicon- based quantum computer (33), 

for which electron exchange was the key ingredient to provide univer-

sal quantum logic between nuclear spin qubits.

In the future, the distance between entangled nuclei could be further 

extended by adopting other methods of coupling the electron spins. This 

can be achieved, for example, by using a large jellybean quantum dot 

positioned between the donors to mediate the exchange interaction (34), 

or by using a superconducting resonator to mediate this coupling (35). 

These increased length scales could increase the viability of donor spins 

in silicon as a scalable quantum processor architecture. Promising experi-

ments have already shown the ability to create large, deterministic donor 

arrays on a 300- nm pitch by means of ion implantation (36). Our results 

having been obtained by using a MOS- compatible silicon device, in which 

ion- implanted donors are integrated within the same device structure 

adopted in lithographic MOS dots (37), will allow us to link progress in 

nuclear spin–based quantum computing to the burgeoning field of semi-

conductor quantum dots (20).
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Stereo- reversed E2 unlocks 

Z- selective C–H functionalization

Peter J. Verardi1, Elizabeth A. Ryutov1, Poulami Mukherjee2,  

Remy Lalisse2, Karina Targos1, Tetsuya Inagaki3, Megan Kelly4,  

Ilia A. Guzei1, Marcel Schreier4*, Osvaldo Gutierrez2*,  

Zachary K. Wickens1* 

The stereoselective functionalization of C–H bonds represents 

a central challenge in modern organic synthesis. Despite 

decades of innovation in C–H activation chemistry, methods for 

Z- selective functionalization of alkenes have eluded synthetic 

practitioners. Terminal alkenes present the biggest challenge  

for Z- selectivity as they require selective cleavage of the more 

hindered of two otherwise virtually identical C–H bonds.  

Herein, we describe the transformation of alkenes into transient 

1,2- bis- sulfonium intermediates found to undergo Z- selective 

elimination, overturning a textbook E2 stereoselectivity rule 

through stabilizing interactions. We identify paired electrolysis as 

an enabling strategy to both selectively generate the requisite 

 bis- sulfonium intermediate and drive its rapid elimination in situ. 

The resultant Z- alkenyl sulfonium linchpins provide access to a 

wide array of Z- alkene targets from inexpensive feedstocks 

through robust cross- coupling reactions.

The transformation of C–H bonds is a longstanding goal of organic 

synthesis. Decades of research have delivered an array of mechanisti-

cally diverse approaches to replace these classically inert bonds with 

new C–C bonds (1, 2). Within this broad arena, strategies to control 

stereoselectivity are of paramount importance. Although examples of 

atropo-  (3) and enantioselective (4) aryl and alkyl C–H functionaliza-

tion reactions have recently emerged, Z- selective alkenyl C–H func-

tionalization reactions remain elusive (5, 6). Such processes present a 

formidable challenge as a result of the inextricable introduction of 

unfavorable allylic- 1,3 strain (Fig. 1A) (7, 8). For example, a Z- selective 

variant of the Heck reaction has yet to arise despite over half a century 

of innovation on this Nobel Prize–winning reaction (5, 9–11). Although 

other synthetic strategies to access Z- alkenes are known (12–21), all 

methods to selectively cleave the pro- Z C–H bond rely on directing 

groups to enforce stereoselectivity. This strategy intrinsically limits 

Z- selective C–H functionalization to a small pool of rigid alkenes bear-

ing strongly coordinating auxiliaries (22). Overall, the realization of a 

complementary method for undirected, Z- selective C–H functionaliza-

tion will require a new mechanistic strategy to overcome the inherent 

thermodynamic bias against Z- alkene formation.

We envisioned a fundamentally distinct approach to Z- selective C–H 

functionalization. Specifically, transformation of a terminal alkene into 

a transient 1,2- dinucleofuge followed by Z- selective elimination would 

deliver a Z- alkenyl linchpin (Fig. 1B) (23). This deceptively simple 

proposal requires stereoselective elimination to a Z- 1,2- disubstituted 

alkene. Unfortunately, this seemingly elementary reaction requires 

violation of a basic rule taught in introductory organic chemistry: E2 

stereoselectivity is predicted by the least sterically hindered Newman 

projection capable of anti- elimination (24). Indeed, while dinucleo-

fuges, such as dihalides, can be readily prepared from terminal alkenes, 

they categorically eliminate to the predicted E- alkenyl halides along-

side branched products (25–27). In fact, the E- selective elimination of 

dihalides served as the first case study when this teaching tool was 

presented by Newman in 1955 (28). Herein, we describe a strategy for 

Z- selective C–H functionalization that hinges on the discovery of a 

distinct Z- selective elimination. Our approach transforms an alkene 

into a transient 1,2- bis- sulfonium dinucleofuge that engages in stabiliz-

ing interactions to override steric hindrance in the pro- Z transition 

structure, overturning the 70- year- old E2 stereoselectivity model.

Discovery of a Z- selective E2 and translation to 
Z- selective thianthrenation
While studying the reactivity of bis and mono, electrogenerated ad-

ducts of thianthrene (TT) and an alkene (29), we observed an unam-

biguous correlation between the bis- to- mono ratio and the Z- to- E ratio 

of the resultant elimination products (Fig. 2A). This trend predicted 

that bis would eliminate selectively to Z- alkenyl thianthrenium prod-

uct 1. To validate this prediction, we isolated the small amount of bis 

formed through electrolysis and treated it with trifluoroacetate, a weak 

base found to not promote alkenyl thianthrenium isomerization. This 

experiment confirmed that bis eliminates with nearly perfect Z- 

selectivity. Given that alkenyl sulfonium salts can be engaged as cross- 

coupling electrophiles (30, 31), this discovery sets the stage for a general 

approach to Z- selective C–H functionalization.

Having established that bis eliminates Z- selectively, we sought to 

translate this discovery into a useful Z- selective C–H functionalization 

protocol. Unfortunately, bis- thianthrenium adducts are exclusively 

minor products in established electrochemical processes (27, 32, 33) 

and are not observed under S- oxide–based thianthrenation (31). How-

ever, we reasoned that the divergent mechanisms of formation for bis 

and mono offer an untapped opportunity to develop a bis- selective 

protocol. Our current working mechanistic model for adduct forma-

tion posits that bis is formed by iterative addition of TT
•+

 across the 

alkene, whereas mono is formed through rapid cycloaddition of TT
2+

 

with the alkene. Although chemical thianthrenation conditions are 

designed to access TT
2+

 and therefore exclusively form mono, elec-

trochemical thianthrenation generates both TT
•+

 and TT
2+

 and thus 

provides access to bis as a minor product. Although TT
•+

 is formed at 

the anode throughout the reaction, formation of TT
2+

 requires an 

endergonic disproportionation of TT
•+

. Therefore, the rate of mono 

formation is highly sensitive to the concentrations of both TT
•+

 and 

TT. Consistent with this scenario, electrochemical thianthrenation is 

bis- selective at low conversion, when the concentration of TT is high. 

However, as TT is consumed anodically, disproportionation of TT
•+

 to 

generate TT
2+

 becomes increasingly feasible. As a consequence, mono 

formation accelerates as the reaction proceeds, furnishing mono as 

the major product by the end of electrolysis.

We hypothesized that increasing the concentration of TT should 

suppress mono by comproportionation with TT
2+

. We found that in-

creased TT loading considerably suppressed mono formation, although 

as expected, the absolute yield of bis was not affected (Fig. 2B, left). 

While on its own, this approach delivered low yield of bis, it suggested 

that simply extending the electrolysis time with a large excess of TT 

would deliver a high- yielding, bis- selective protocol. However, even 

with a large excess of TT (8 equiv.), allowing electrolysis to proceed to 

high conversion resulted in a substantial erosion in bis selectivity (10:1 

decreased to 3:1). Given that high TT loading unambiguously sup-

presses the direct pathway to form mono, these data implicated an 

indirect pathway wherein bis converts to mono over time (34). Stir-

ring isolated bis in reaction solvent revealed that bis is intrinsically 

unstable and converts to mono at a rate competitive with that of elec-

trochemical adduct formation (Fig. 2B, right). In principle, this bis- to-

mono conversion could be outpaced by rapid in situ elimination; 
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however, we found that addition of a wide range of bases inhibited 

adduct formation altogether (table S3), presumably due to interactions 

with the electrophilic oxidized TT species.

We asked whether we could redesign the electrochemical system to 

both suppress mono and prevent bis- to- mono conversion. While di-

vided cell electrolysis was initially used to maintain high faradaic ef-

ficiency, we envisioned that the use of an undivided cell—which 

introduces a cathode into the reaction chamber—could offer two stra-

tegic advantages (Fig. 2C) (35). First, the cathode would maintain an 

elevated steady- state concentration of TT through reduction of anodi-

cally generated TT
•+

. This would disfavor disproportionation and 

therefore suppress mono generation without requiring a large excess 

of TT. Second, cathodic hydrogen evolution reaction of trifluoroacetic 

acid would generate trifluoroacetate base at a rate intrinsically coupled 

to TT oxidation. This paired electrolysis manifold would ensure that 

base is only generated as adduct is formed, mitigating base- induced 

reaction inhibition. We found that undivided cell electrolysis inverted 

the typical stereoselectivity of thianthrenation, delivering model alke-

nyl thianthrenium salt 1 in both high yield and Z- selectivity with mini-

mal additional optimization (Fig. 2D).

Scope and synthetic utility of Z- alkenyl thianthrenium salts
We next probed the scope of alkenes amenable to this Z- selective thi-

anthrenation protocol (Fig. 3A). Throughout these studies, we found 

that the intrinsic Z- selectivity of the process was consistently high. 

Furthermore, the exceptional crystallinity of these Z- alkenyl thianthrenium 

salts enables recrystallization to afford nearly diastereopure products. 

This represents a practical advantage over traditional alkene synthe-

ses, wherein separation of geometric isomers is notoriously challeng-

ing. Under these undivided cell conditions, Z- alkenyl thianthrenium 

salts are readily accessed from terminal alkenes bearing a diverse array 

of common functional groups (3 to 25). Notably, although amines are 

typically oxidized at lower potentials (36) than those required to oxi-

dize TT (fig. S9), protonation under standard reaction conditions al-

lows selective thianthrenation of alkenes bearing unprotected amines 

(11 and 12). While both alcohols and pyridines are known to attack 

oxidized TT species (37–39), Z- alkenyl thianthrenium salts can still be 

accessed from alkenes bearing both of these important functional 

groups (13 and 14). Pyridines are protonated in a manner similar to 

that of aliphatic amines, whereas alcohols are protected in situ with 

a labile trifluoroacetyl group by trifluoroacetic anhydride. Alkene sub-

strates bearing other protic functional groups, such as amides (15 and 

16), carboxylic acids (17), and sulfonamides (18) are each thian-

threnated without in situ transformation. The oxidizing conditions do 

render some electron- rich groups, such as sulfides and enolizable ke-

tones, incompatible. None theless, ketone- containing Z- alkene products 

remain accessible since alkenes bear ing Weinreb amides (19) undergo 

efficient Z- selective thianthrenation. Common electrophiles such as 

aryl and alkyl bromides are fully preserved in this Z- selective thian-

threnation process (20 and 21). Notably, for substrates containing 

both terminal alkenes and acrylates, only the terminal alkene under-

goes thianthrenation (22). This selectivity pattern complements 

transition metal–catalyzed alkenyl C–H activation reactions that 

commonly employ acrylate derivatives as substrates. Selective 

functionalization of a single alkene is also observed for substrates 

bearing two terminal alkenes (23). In this case, we posit that distal 

electronic communication from the electron- deficient alkenyl thi-

anthrenium moiety in the product inhibits repeat thianthrenation. Our 

approach also successfully engages gaseous feedstocks using TT as 

the limiting reagent to access simple Z- alkene building blocks (24) 

A

B

Fig. 1. Overview of this work. (A) C–H Functionalization approach to Z- olefin synthesis from terminal alkenes. (B) Envisioned strategy: vicinal dinucleofuge eliminates to 

diversifiable Z- linchpin.
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with high diastereoselectivity. Although monosubstituted alkenes are 

readily engaged, more sub stituted alkenes are not amenable to this elec-

trochemical process: 1,1- disubstituted alkene substrates provide intractable 

mixtures of products, and internal alkenes fundamentally shift the 

stereodetermining step as 

they no longer possess both 

pro- Z and pro- E C–H bonds in 

the bis- thianthrenium inter-

mediates. How ever, alkenes 

bearing allylic substituents 

still undergo Z- selective 

thianthrenation despite chal-

leng ing the system with a 

substantial increase in 1,3- 

 allylic strain (25). Finally, 

underscoring its practical 

synthetic utility, this undi-

vided cell thianthrenation 

scales efficient ly in batch 

using inexpensive graphite 

and stainless- steel electrodes 

to deliver multigram quantities 

of pure Z- alkenyl thianthre-

nium 1 after recrystallization 

(Fig. 3B).

In principle, Z- selective 

C–H thianthrenation pro-

vides an electrophilic linch-

pin for rapid diversification 

by means of stereospecific 

cross coupling. However, al-

kenyl thianthrenium salts 

can undergo iso meriza-

tion un  der basic conditions 

(40, 41). In all reported C–C 

coupling reactions of alkenyl 

thianthrenium salts derived 

from terminal alkenes, the 

more stable stereoiso mer 

was used to generate an 

E- alkene. This has obscured 

whether stereochemistry is 

maintained through a ste-

reospecific process or if dif-

ferent stereoisomers could 

converge to the same prod-

uct (31). We found that the 

stereochem istry of Z- alkenyl 

thian thre nium 7 was trans-

lated to a variety of C–C bonds 

with minimal deviations from 

typical cross- coupling con -

ditions (Fig. 4A) (31,  42). 

Pd- catalyzed Sonogashira, 

Suzuki, and Negishi coupling 

protocols each afforded the 

corresponding C(sp), C(sp
2
), 

and C(sp
3
) cross- coupled 

products 26 to 28 with ex-

cellent retention of alkene 

geometry. A Heck reaction 

delivered E,Z- diene 29 with 

minimal erosion of diaste-

reoselectivity de spite pro-

ceeding through a Pd–H 

inter mediate, which can promote Z-  to E- alkene isomerization. Boryl-

ation transposed the polarity of the Z- alkenyl thianthrenium handle to 

furnish the nucleophilic Z- alkenyl building block 30 with an organo-

boron coupling handle (43). Finally, a Pd- catalyzed carbonylation 

A

B

C

D

Fig. 2. Reaction design. (A) Unexpected discovery: bis-  and mono- adducts undergo stereodivergent eliminations. Relationship between 

percent of bis constituent and percentage of Z- alkenyl thianthrenium is described with a linear fit (R2 = 0.99). (B) Major challenges in 

achieving a bis- selective thianthrenation protocol. Reaction parameters: divided cell; constant current electrolysis; i = 10.0 mA; alkene  

(0.4 mmol); thianthrene (varying equiv.); TFA (5.0 equiv.); KPF6 (4.0 equiv.); 1:1 MeCN:PhCN (0.05 M); 25°C; 2.6 hours. (C) Design strategy 

for Z- selectivity: undivided cell paired electrolysis. (D) Validation of strategy: reactor- dependent thianthrenation selectivity. For 

experimental details see SM, page S10. NaTFA, sodium trifluoroacetate; TFA, trifluoroacetic acid.
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furnished Z- acrylate product 31. Ad ditionally, substrates bearing 

pendant nucleophiles known to react with alkenyl thianthrenium salts 

under basic conditions (27, 44) did not impede productive coupling [see 

sup plementary materials (SM), page S40]. Over all, successful im ple-

men ta tion of these reactions suggests that Z- alkenyl thianthrenium 

salts will serve as Z- alkenyl pseudohalides across a wide range of stereo-

specific coupling reactions.

We envisioned that this Z- 

selective C–H functionalization 

protocol would enable approaches 

to a wide array of valuable syn-

thetic targets from inexpensive 

petrochemical feedstocks through 

intuitive cross coupling discon-

nections (Fig. 4B). Through our 

C–H functionalization approach, 

1- hexene underwent Z- selective 

thianthrenation (32) and cross- 

coupling with commercially avail -

able 10- undecyn- 1- ol to provide 

key interme diate 33 on path to 

Clathculin B (45). Similarly, 

Z- selective thianthrenation of 

1- pentene provided Z- linchpin 

34, setting the stage for a Suzuki 

coupling to furnish the Silk 

Moth sex pheromone Bombykol 

(35) in excellent yield in two 

steps (46). We next transformed 

1- dodecene into the correspond-

ing Z- thianthrenium salt 36. Sub-

se quent C(sp
2
)–C(sp

3
) Negishi 

coupling furnished 37, a key in -

ter mediate in the synthesis of 

Spongy Moth sex pheromone 

(±)-  cis-  Disparlure (47). Finally, 

we synthesized pear fragrance 

ethyl decadienoate (39) in two 

steps through a Z- selective thi-

anthrenation-  Heck sequence from 

1- heptene and ethyl acrylate (48). 

Beyond offering an effici ent route 

to each of these compounds, our 

strategy presents several prac-

tical advantages. Recrys tal liza tion 

of each Z- alkenyl thianthrenium 

intermediate con sistently pro-

vides stereopure material, con-

trasting traditional approaches 

to Z- alkene synthesis (e.g., Wittig 

olefination) that have var iable 

stereoselectivity and lack any 

straightforward process to sep-

arate stereoisomers. Further-

more, the key Z- selective C–H 

functionalization step is ro-

bust, requiring no precautions 

to exclude air or moisture. This 

offers additional operational 

simplicity relative to emerging 

Z- selective metathesis strate-

gies that rely on sensitive metal 

catalysts. Given the success of 

these proof- of- concept experi-

ments, we anticipate the broad 

implementation of this synthetic tactic in the preparation of a wide 

range of Z- alkene targets.

Origins of Z- selectivity
Having demonstrated the synthetic value of this Z- selective C–H 

functionalization protocol, we sought to interrogate the mech anistic 

origins of the highly Z- selective elimination of bis- adducts. In 

A

B

Fig. 3. Z- selective C–H thianthrenation. (A) Scope of Z- alkenyl thianthrenium electrophiles. Standard conditions: undivided cell; 

constant current electrolysis; i = 93 mA; alkene (3.1 mmol); thianthrene (2.0 equiv.); TFA (10.0 equiv.); TFAA (1.4 equiv.); KPF6  

(3.0 equiv.); 1:1 MeCN:PhCN (0.125 M); 25°C; 26.8 hours. Additional experimental details are available in the SM, page S16). §Reaction 

conducted with 11 equiv. of TFA. ‡Reaction conducted with 2.5 equiv. of TFAA. †Yield was determined by 1H- NMR analysis using  

CH2Br2 as an internal standard. (B) Decagram- scale Z- selective C–H functionalization in batch. TFA, trifluoroacetic acid; TFAA, 

trifluoroacetic anhydride.
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introductory organic chemistry, students are taught to predict E2 

stereoselectivity by identifying the least sterically encumbered 

Newman projection with an anti- periplanar arrangement of leav-

ing group and hydrogen. Given that steric clashes from the ground 

state conformers reliably translate into the elimination transition 

structures, this approach has proven virtually infallible. In the pres-

ent context, however, it incorrectly predicts E- selective elimination 

of bis because the pro- E conformer (gauche-E) has one fewer 

gauche interaction relative to its pro- Z counterpart (gauche-Z). To 

reconcile this disconnect, we computationally modeled these gauche 

conformers and their corresponding anti-  elimination transition 

structures using 1- butene as a simple model substrate (Fig. 5A). 

These calculations establish that the relative stabilities of these 

conformers invert during elimination. While the rudimentary con-

formational analysis holds and gauche-Z is slightly higher in energy 

than gauche-E (ΔG° = 0.7 kcal/mol), the Z- forming anti- elimination 

transition struc ture (TS- anti- Z) is substantially lower in energy 

(ΔΔG
‡
 = 3.2 kcal/mol) than its E- forming analog (TS- anti- E). Fur-

ther investigation using distortion- interaction analysis (49) indi-

cated that distortion energies drive the energetic difference between 

these two anti- elimination transition states (fig. S17). To rationalize 

the difference in distortion energies, we analyzed the geometric 

changes that each gauche conformer undergoes to reach its elimina-

tion transition structure. This revealed that gauche-E requires ex-

tensive geometric reorganization to access TS- anti-E, whereas 

the geometry of gauche-Z is largely preserved in TS- anti-Z. This 

difference is clearly reflected in the change in dihedral angle between 

the two thianthrenium groups (Δ∠S–C–C–S), which is much larger for 

the E- forming pathway (contracts by 15.5°) than it is for the Z- forming 

pathway (expands by 1.0°).

A

B

Fig. 4. Synthetic applications. (A) Cross- coupling diversifications of a Z- alkenyl thianthrenium linchpin. (B) Streamlined approach to bioactive natural product synthesis 

through Z- selective C–H functionalization.
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To elucidate the specific interactions underlying the pronounced 

difference in geometric distortion, we performed noncovalent interac-

tion (NCI) (50) and natural bond orbital (NBO) (51) analysis on the 

two gauche conformers and their respective anti- elimination transi-

tion structures (figs. S18 to S21). We found that both conformers engage 

in a host of stabilizing interactions: (i) π- π contacts between the aro-

matic rings of the two thianthrenium units (52) and (ii) hydrogen bond-

ing contacts between the neutral sulfur of each thianthrenium unit and 

its α- alkyl C–H bond (53). Each of these interactions was found to play 

a critical role in influencing Z- selectivity. First, the π- π contacts are 

stronger for gauche-Z than they are for gauche-E, offsetting the steric 

penalties of this more hindered conformer. Crucially, this differen-

tial carries into the corresponding elimination transition structures, in 

which TS- anti-Z engages in stronger π- π contacts than TS- anti-E. 

Second, the terminal thianthrenium unit hydrogen bonds to the pro- E 

C–H bond (HE) in both gauche 

conformers. Since the pro- E 

C–H bond must be deproton-

ated in the E- forming pathway, 

TS- anti-E sacrifices this C–H···S 

hydrogen bonding interaction. 

Moreover, in TS- anti-E, the 

terminal thianthrenium unit 

must rotate away from the site 

of deprotonation, which forces 

the internal thianthrenium unit 

to rotate accordingly. This struc-

tural accommodation preserves 

π- π contacts and prevents de-

stabiliz ing steric clashes but 

comes at the cost of the inter-

nal C–H···S hydrogen bonding 

interaction. By contrast, TS- 

anti-Z retains its entire net-

work of stabilizing interactions, 

including both of its C–H···S 

hydrogen bond ing contacts, ra-

tionaliz ing the minimal geo-

metric reorganization required 

for the Z- forming pathway.

Although this comparative 

analysis of anti- elimination path-

ways clarifies the mechanistic 

origin of Z- selectivity, further 

scrutiny revealed an alternative 

pathway to the E- product that 

proceeds by means of a steri-

cally congested syn- elimination. 

This syn- elimination (TS-syn-E) 

is lower in energy than TS- 

anti-E because it retains the 

key ter minal C–H···S hydrogen 

bonding contact by inverting 

which C–H bond is deprotonated 

to form the E- product (Fig. 5B). 

This refinement of the model 

predicts an en ergy difference 

in excellent agreement with the 

ex perimentally observed bis- 

adduct elimination stereoselec-

tivity (ΔΔG
‡
 = 1.7 kcal/mol, both 

calculated and experimental). 

Taken together, these observa-

tions provide a complete mecha-

nistic model for the reaction 

that explains the observed Z- selectivity: The least sterically hindered 

transition state that maintains key stabilizing interactions results in the 

Z- stereoisomer (Fig. 5C) (see SM, page S59 for additional commentary).

Finally, we designed an experiment to selectively probe the un-

usual hydrogen bond ing interaction at the heart of our stereochemi-

cal model. We envisioned that swapping the neutral sulfur atom of 

TT with a smaller oxygen atom would disrupt this hydrogen bonding 

interaction (Fig. 5D). While oxygen is typically a better hydrogen 

bond acceptor than sulfur, the geometric constraints of the rigid 

bis- adduct system rely on sulfur’s diffuse orbitals to engage in these 

long- range interactions (54). Indeed, NCI and NBO analyses predict 

that swapping the neutral sulfur atom with a smaller oxygen atom 

(bis- O) precludes the critical hydrogen bonding interactions while 

maintaining a similar steric profile and π- π interactions. As a result, 

bis- O is predicted to eliminate with poor stereoselectivity (ΔΔG
‡
 = 

A

B C

D

Fig. 5. Origins of Z- selectivity. (A) Computational analysis of anti- elimination pathways. (B) Lowest- energy pathway to 

E- product. (C) Complete energetic landscape. (D) Structural analog probing origin of stereocontrol. DFT calculations were 

performed at the UB3LYP- D3/def2TZVPP-CPCM(acetonitrile)//UB3LYP- D3/6- 311G(d,p)- CPCM(acetonitrile) level of theory. NCI 

and Distortion Interaction Analysis calculated at the UB3LYP- D3/6- 311G(d,p)- CPCM(acetonitrile) level of theory.
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0.1 kcal/mol). Exper imentally, electrogenerated bis- O eliminates to 

a 1.6:1 Z:E mixture of alkenyl sulfonium products (figs. S24 and S25). 

This substantial decrease in selectivity upon such a seemingly distal 

structural modification supports the hypothesis that the hydrogen- 

bonding interaction plays a critical role in enforcing high Z- selectivity. 

Moreover, the fact that the bis- O system still does not revert to 

high E- selectivity underscores the contribution of π- π contacts that 

offset the steric penalties associated with the Z- forming pathway. 

Overall, these data establish that strategically positioned noncova-

lent interactions can override steric control in elimination reactions.

Conclusions
We have provided a solution to a longstanding challenge: Z- selective 

C–H functionalization of unactivated alkenes. This transformation 

was unlocked by an unexpected Z- selective elimination reaction of 

a transient bis- thianthrenium intermediate that overturns textbook 

E2 stereoselectivity predictions through stabilizing interactions. We 

illustrate how electrochemical cell design can be leveraged as a 

critical parameter to both selectively generate the requisite bis- 

thianthrenium dinucleofuge and drive its rapid elimination in situ 

to circumvent its inherent instability. Beyond providing a practical 

approach to Z- alkene synthesis, this work illustrates how noncova-

lent interactions can override intrinsic steric preferences in elimina-

tion reactions. We anticipate that both the synthetic methods and 

mechanistic principles uncovered herein will find broad application 

in accessing stereodefined alkenes.
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HUMAN GENETICS

Adaptations to water stress  
and pastoralism in the Turkana  
of northwest Kenya
A. J. Lea1,2*, I. V. Caldas3, K. M. Garske2,4,5, E. R. Gerlinger4,5,  

J. P. Arroyo6, J. Echwa2, M. Gurven7, C. Handley8, J. C. Kahumbu2,4,5, 

J. Kamau9,10, P. Kinyua2,11, F. Lotukoi2, A. Lopurudoi2, S. Lowasa2,  

S. N. Njeru11, R. Mallarino12, D. J. Martins2,13,14, P. W. Messer3,  

C. Miano2,5,11, B. Muhoya2,4,5, J. Peng4,5, T. Phung7,8,  

J. D. Rabinowitz5,15,16, A. Roichman5,15, R. Siford8,  

A. C. Stone8,17,18, A. M. Taravella Oill17,18, S. Mathew8,17,  

M. A. Wilson18,19, J. F. Ayroles2,21*

The Turkana pastoralists of Kenya inhabit arid, water- limited 

environments and rely largely on livestock for subsistence. 

Working with Turkana communities, we sequenced 367 whole 

genomes and identified eight regions with evidence for recent 

positive selection. One of these regions includes a putative 

regulatory element for STC1—a kidney -expressed gene involved 

in metabolism and the response to dehydration. We show that 

STC1 is induced by antidiuretic hormone in human cells, is 

associated with urea levels in the Turkana themselves, and is 

under strong and recent selection in this population as well as a 

second East African population, the Daasanach. This work 

highlights how integrating anthropological and genomic 

approaches can lead to a new understanding of human 

physiology with biomedical relevance.

Humans inhabit an astounding variety of challenging habitats—from 

hig h-altitude plateaus to arctic tundras to scorching deserts. In many 

cases, natural selection has played a key role in sustaining human 

populations in extreme environments (1, 2). For example, the hypoxic 

conditions experienced by Tibetans living at high altitudes have se-

lected for changes in red blood cell production regulated by EPAS1 (3), 

whereas the seafo od-centered diets of Greenlandic Inuit have selected 

for changes in fatty acid metabolism regulated by the FADS gene clus-

ter (4). Such examples highlight that, in addition to helping us under-

stand our evolutionary history, studies of natural selection can uncover 

new genot ype-phenotype links of biomedical importance. However, 

despite great interest in uncovering the genetic basis of adaptation, 

few studies have robustly linked ecological selection pressures, genetic 

variation, and human phenotypes (2).

To do so, we worked with the Turkana people of northwest Kenya, who 

live in environments that present several dietary and climatic challenges 

(Fig. 1, A and B). The Turkana are an Eastern Nilotic group, and like other 

members of their lineage, they originated in the Nile Valley region and 

began nomadic pastoralist practices ~5000 to ~8000 years ago (5, 6). Oral 

histories suggest that the Turkana migrated from the Karamoja plateau 

highlands of Uganda to the more arid rift valley area of northwest Kenya 

200 to 250 years ago. They managed the drier environment by further 

intensifying their reliance on livestock compared with other linguistically 

similar groups in the Karamojong cluster (7–9).

Although p resent-day Turkana pastoralists consume agricultural 

products obtained via trade an d small-scale markets (e.g., maize, wheat 

flour, legumes, and sugar), the Turkana diet is overall rich in protein: 

previous studies have estimated that in certain areas and seasons, 70 

to 80% of the diet i s animal-derived (62% from milk and 8 to 18% from 

blood, marrow, and red meat) (10). Our dietary interviews with 

Turkana pastoralists revealed that 74% consumed blood several times 

per week, and 96.8% of individuals ate red meat at least once per week 

(n = 346; Fig. 1C and table S1).

The Turkana practice nomadic pastoralism because they inhabit 

extremely ar id, water-limited (Fig. 1D) landscapes that cannot easily 

support agriculture, hunting and gathering, or other common subsis-

tence strategies; instead, they effectively access transient rainfall and 

vegetation used by their livestock. To quantify the impact of water 

limitation, we interviewed Turkana pastoralists and found that water 

stress was a daily issue: 76% of Turkana spend more than a few hours 

a day collecting water, and 99% perceive this water to be insufficient 

in amount (n = 311; table S1). Using measure s of urine-specific gravity, 

we also found that 89% of people meet the physiological criteria (11) 

for minimal (55%) or significant (34%) dehydration (n = 175; Fig. 1E 

and table S1), emphasizing the challenge of maintaining fluid balance 

in this environment.

Evidence of selection in Turkana genomes
We hypothesized that exposure to an animal product–rich diet and an 

arid ecology would select for genetic variants regulating metabolism 

and dehydration stress in the Turkana. To test this, we scanned for 

signatures of selection in 308 Turkana genomes sequenced at high 

(>20×, n = 106) and medium (~6×, n = 202) coverage. To understand 

population genetic parameters that could affect our analyses and in-

terpretation, we also sequenced 59 genomes from nearby Kenyan and 

Ugandan groups, namely the El Molo, Ik, Karamojong, Masaai, 

Ngitepes (also known as Tepeth), Pokot, Rendille, and Samburu (fig. S1 

and tables S2 and S3).

We genotyped 7,767,165 variants with a minor allele frequency >1% 

 in our high-coverage Turkana dataset and then imputed missing data 

i n the medium-coverage samples (Fig. 2A and fig. S2). We performed 

extensive quality control on our combined,  imputed whole-genome 

sequencing (WGS) dataset (figs. S3 to S6), including corrobo rating our 

WGS-derived genotype calls using independent calls from the Infinium 

Global Screening Array (R 
2
 betwee n WGS- and array-derived genotypes 

for 108 paired samples = 0.96 ± 0.03; table S4). Overall, population 

genetic analyses of the WGS dataset highlighted two key takeaways 

that were confirmed with the array dataset (n = 783 individuals total) 

and are consistent with the literature (6, 12). First, there has been little 

European admixture in the East African groups we worked with (mean 

European ancestry proportion estimated by RFMix = 6.6 ± 4.4%; 

figs. S7 to S9 and table S5). Second, although they are culturally and 

linguistically distinct, the Turkana are similar at the genomic level to 

the Ik, Karamojong, Masaai, Ngitepes, and Pokot when examining 

common summary statistics (e.g., genotype PC loadings or FST; Fig. 2A; 

figs. S5, S8, and S10; and table S6).

1Department of Biological Sciences, Vanderbilt University, Nashville, TN, USA. 2Turkana Health and Genomics Project, Turkana Basin Institute, Nairobi, Kenya. 3Department of Computational 
Biology, Cornell University, Ithaca, NY, USA. 4Department of Ecology and Evolutionary Biology, Princeton University, Princeton, NJ, USA. 5Lewis Sigler Institute for Integrative Genomics, 
Princeton University, Princeton, NJ, USA. 6Division of Nephrology and Hypertension, Department of Medicine, Vanderbilt University Medical Center, Nashville, TN, USA. 7Department of 
Anthropology, University of California Santa Barbara, Santa Barbara, CA, USA. 8School of Human Evolution and Social Change, Arizona State University, Tempe, AZ, USA. 9Institute of Primate 
Research, National Museums of Kenya, Nairobi, Kenya. 10Department of Biochemistry, School of Medicine, University of Nairobi, Nairobi, Kenya. 11Center for Community Driven Research, Kenya 
Medical Research Institute, Kirinyaga, Kenya. 12Department of Molecular Biology, Princeton University, Princeton, NJ, USA. 13Turkana Basin Institute, Turkana, Kenya. 14Department of 
Anthropology, Stony Brook University, Stony Brook, NY, USA. 15Department of Chemistry, Princeton University, Princeton, NJ, USA. 16Ludwig Institute for Cancer Research, Princeton University, 
Princeton, NJ, USA. 17Institute of Human Origins, Arizona State University, Tempe, AZ, USA. 18Center for Evolution and Medicine, Arizona State University, Tempe, AZ, USA. 19School of Life 
Sciences, Arizona State University, Tempe, AZ, USA. 20Comparative Genomics and Reproductive Health Section, Center for Genomics and Data Science Research, National Human Genome 
Research Institute, National Institutes of Health; Bethesda, MD, USA. 21Department of Integrative Biology, University of California, Berkeley, Berkeley, CA, USA.  *Corresponding author. Email: 
amanda. j. lea@ vanderbilt. edu (A.J.L.); ayroles@berkeley.edu (J.F.A.)



Science 18 SEPTEMBER 2025 1247

To identify potential selective sweeps in the Turkana, we computed 

three statistics that rely on different assumptions and subsets of the 

data and that detect selection on the order of thousands to tens of 

thousands of years ago (2): (i) the integrated haplotype score (iHS) 

(13 ), computed on high-coverage Turkana genomes only; (ii) the popu-

lation branch statistic (PBS) (3 ), compute d on high- and medium-

coverage Turkana genomes; and (iii) the XtX statistic (14), computed 

on all genomes. Additionally, our PBS and XtX analyses included the 

Luhya (East Africa) and Yoruba (West Africa) populations from the 

1000 Genomes Project as outgroups (n = 207) (15). After computing 

all three statist ics, we used a sliding-window approach to intersect the 

resul ts and identified 13 50-kb outlier windows near eight genes (Fig. 

2B and table S7). Two of these eight genes (CCDC102B and SEMA6A) 

were previously found to be under selection in the Maasai, a closely 

related Nilotic pastoralist group (16). To our knowledge, the rest have 

not been previously identified as targets of selection in humans.

When we investigated what phenotypes our candidate genes have 

been previo usly linked to by genome-wide association studies 

(GWASs), which have primarily focused on European ancestry co-

horts, we found that they were enriched for a major predictor of 

cardiovascular disease—arterial stiffness [Fisher’s exact test, odds 

ratio = 16.70, false discovery rate (FDR)–adjusted P value = 

0.047]. Unexpectedly, they were also enriched for neuro-

logical biomarkers of Alzheimer's disease—namely, neu-

rofibrillary tangles  (odds ratio = 19.76, FDR-adjusted 

P v alue = 3.24 × 10
−4

), PHF- tau (odds ratio = 5.68, FDR-

adjusted P value = 0.079), and cortical surface  area 

(odds ratio = 6.52, FDR-adjusted P value = 0.079; Fig. 2C 

and tables S8 and S9). In line with this observation, 

several of our candidate genes are most highly ex-

pressed in neurological cell types, such as inhibitory 

neurons, oligodendrocytes, and oligodendrocytes pre-

cursors (table S10).

Selection on STC1, a regulator of metabolic and 
renal system functions
Some of the strongest biological evidence from previous 

studies pointed to STC1, a gene that encodes a glycopro-

tein with autocrine and paracrine functions. Specifically, 

previous GWASs have linked STC1 to (i) serum levels of 

urate, a waste product produced whe n the body breaks 

down purine-rich foods such as red meat; (ii) serum 

levels of urea and creatinine, two common biomarkers 

of kidney function; and (iii) estimated glomerular filtra-

tion rate, a measure of kidney health (17) (Fig. 2C and 

table S8). Beyond GWASs, STC1 has been implicated in 

adaptation to challenging environments in multiple 

natural animal populations ( 18–20), and laboratory-

based model organism studies have implicated STC1 in 

the ability to suppress reactive oxygen species and re-

duce acute kidney injury (21, 22), glucose homeostasis 

(23), and the response to dehydration. In particular, 

STC1 transcription is induced up to eightfold in rodent 

kidneys after water deprivation (24), a response that is 

coordinated by antidiuretic hormone (AD H) (25) and 

involves STC1-based regulation of both rising hyperto-

nicity and progressive hypovolemia (26). We replicated 

these results at the protein level, showing that  STC1 

levels are higher in water-restricted versus control 

mouse kidneys (t test, P value = 6.74 × 10
−3

; Fig. 2D and 

table S12). Given the clear involvement of STC1 in meta-

bolic and renal system traits of ecological relevance to 

the Turkana people, we  prioritized this gene for follow-

up analyses. 

We identified two overlapping 50-kb candidate 

regions  near STC1, with the collapsed 75-kb region located ~150 kb 

upstream of the transcription start site. This region was ranked first 

out of all tested regions by the iHS statistic and third by the PBS and 

XtX statistics (fig.  S11 and table  S7). Previously published high-

throughput chromosome conformation capture (Hi-C) data from five 

tissues that express STC1 (27) show that this regulatory region and the 

STC1 gene body fall within the same topological domain (28) and are 

in consistent contact (29) (table S11, fig. S12). In our main tissue of 

interest, the kidney, STC1 is highly specific to cell type and is expressed 

almost exclusively in the collecting duct (30, 31). This structure is the 

final segment of the kidney to control fluid balance, accounting for 

~5% of water reabsorption at baseline and up to ~25% during ADH 

surges induced b y dehydration. When we analyzed ATAC-seq data 

previously generated from a mouse collecting duct cell line exposed 

versus unexposed to ADH (32), we found that our candidate region 

contained s everal differentially accessible, ADH-responsive regulatory 

elements (Fig. 2E). Although there is no human collecting duct cell 

line, we performed new experiments to show that STC1 is induced by 

ADH in a human kidney (epithelial) cell line (linear model, P value 

for 10 and 25 nM = 0.033 and 0.0042, respectively; Fig. 2F and 

table S12).

Fig. 1.  Ecology and lifestyle of the Turkana people. (A) Map of Africa with an inset showing northwest 

Kenya (the pre sent-day homelands of the Turkana people). Dots indicate where samples were collected 

for this study, for both WGS and array genotyping. (B) Representative photographs of the arid ecology 

of the Turkana region (photos taken by the authors). (C) Proportion of Turkana pastoralists in this 

study who consume meat at different  self-reported frequencies (N = 346). (D) Average rainfall and 

maximum temperature for the Turkana country region by month. Data were sourced from WorldClim 

(56). (E) Proportion of Turkana pastoralists with different urine specific gravity values (N = 175), colored 

by whether each value meets the criteria for dehydration provided in (11).
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To further link our candidate region to kidney function, we mea-

sured serum creatinine and urea levels for 447 Turkana included in 

our genotyping arr ay dataset. After subsetting to single-nucleotide 

polymorphisms (SNPs) within the STC1 candidate region that passed 

our filters, we were able to test six SNPs typed on the array for associa-

tions with these outcomes; SNP density in the array dataset is sparse, 

and these six SNPs are thus expected to tag general haplotype structure 

(fig. S13). Using this approach, we found two SNPs that were sig-

nificantly correlated with urea levels [linear mixed effe cts model, 

rs10107949 beta = 0.030 (FDR-adjusted P valu e = 0.059), rs75070347 

beta = 0.040 (FDR-adjusted P value = 0.055); Fig. 3A and tables 

S13 and S14].  One of these SNPs falls on the same ~11.5-kb haplotype 

block as the top three derived SNPs with the strongest evidence for 

selection in the WGS dataset (rs6988698, rs7012892, and rs6994711; 

fig. S14). This haplotype block also contains several candidate regula-

tory elements in kidney [using ENCODE data and annotations (33); 

fig. S15]. Although further work is needed to identify the causal variant 

in the STC1 region and the precise mechanism of action, we propose 

that these data, in aggregate, point toward selection on STC1 regula-

tion in the context of ADH induction, dehydration stress, and kid-

ney function.

Evolutionary history of STC1
We next turned our attention toward understanding the evolutionary 

history of the STC1 regulatory region, including the nature, strength, 

and timing of selection. We started by checking the worldwide allele 

frequencies of the top three derived SNPs with the strongest evidence 

for selection in the WGS dataset (derived allele frequency in Turkana 

for rs6988698 is 75%; rs7012892, 84%; and rs6994711, 84%). We found 

that these same SNPs are near invariant outside of Africa, with average 

minor allele frequencies of 2.66% (range = 0 to 8.65%; figs. S16 and 

S17 and table S15); for these three SNPs, the derived alleles are at high 

frequency outside of Africa, potenti al ly resulting from genetic drift 

after the out-of-Africa bottleneck and highlighting the difficulty of 

interpreting selection signals in African populations with complex 

demographic histories. Within Africa, these three example variants 

ha ve intermediate derived allele frequencies  in non-Nilotic East 

African groups and at Turkana-like frequencies in the other East 

African groups we sampled (Fig. 3, C to E). The East African groups 

are almost all part of the same Nilotic lineage the Turkana belong to, 

which began pastoralist practices ~5000 to ~8000 years ago (5, 6). 

Thus, we hypothesize that there was selection on standing variation 

within the Nilotic cluster starting sometime after pastoralist prac-

tices emerged.

To test this scenario, we estimated the site frequency spectrum for 

the Turkana and inferred their demographic history (figs. S18 and S19 

and table S16). We then simulated genomic datasets under different 

evolutionary scenarios—varying the nature, strength, and timing of 

selection in the STC1 region. We trained two separate convolutional 

neural networks (CNNs) with the same data: a regression model to 

infer sweep strength and a classification model to classify between 

three potential modes of selection (hard sweep, selection on recurrent 

new mutations, and selection on standing genetic variation) (34) 

(fig. S20). When applied to our real data, the CNNs inferred that selec-

tion on standing variation began ~348 generations ago (range, 187 to 

571), with a selection coefficient of ~0.041 (range, 0.033 to 0.05; Fig. 3F 

and fig. S21). These estimates should be interpreted with caution, as 

they depend on assumptions about local demography and the un-

known initial frequency of the selected alleles—parameters that re-

main poorly resolved. However, even under wide uncertainty, our 

Fig. 2.  Scans for selection and evidence for the STC1 gene. (A) Principal components (PC) analysis comparing WGS data from the Turkana as well as other study communi-

ties to African populations included in the 1000 Genomes Study (15). CEU, Northern Europeans from Utah; LWK, Luhya in Kenya; YRI, Yoruba in Nigeria. (B) Number of PBS, XtX, 

and iH S outliers per 50-kb window. Red dotted lines represent the cutoff for the 99th percentile of each empirical distribution for each selection statistic. Windows that 

exceeded the 99th percentile for all three statistics are highlighted in red. The candidate region that falls near the STC1 gene is highlighted with a red arrow. (C) Phenotypes 

associated with genes that fall in or near candidate regions. Phenotypic associations were sourced from the Open Targets Platform (57), and the association score (y axis) 

represents the aggregate evidence across all published  studies for a gene-phenotype link. Only association scores >0.25 are plotted, and association scores involving the STC1 

gene are highlighted with an asterisk. (D) Normalized STC1 protein concentrations in mouse kidneys after 24 hours of water restriction. (E) Open chromatin regions in mouse 

collecting duct cells exposed versus unexposed to desmopressin (dDAVP) (synthetic analog of vasopressin) (32). Coordinates are in mm10; open chromatin regions are 

highlighted in blue, and the STC1 candidate region is highlighted in gray. (F) Quantitative polymerase chain reaction of STC1 expression levels in human embryonic kidney 293 

cells exposed versus unexposed to ADH (equivalent to AVP).
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analyses suggest that selection was probably strong; for examp le, 

selection coefficient estimates for the malaria-protective Duffy (35) 

and lactase persistence (36, 37) alleles range from 0.04 to 0.08 and 

0.04 to 0.06, respectively. Our analyses also point toward an onset of 

selection sometime within the past ~7000 years. This timing overlaps 

with increasing aridification across East Africa (38) and the emergence 

of pastoralism in the region (39, 40).

Selection on STC1 in a Cushitic population, the Daasanach
Our CNN analyses indicated that the STC1 haplotype of interest was 

likely segregating in East Africa before the Nilotic lineage sp lit with 

the Eastern Cus hitic lineage (speaking Afro-Asiatic rather than Nilo-

Saharan languages). Both lineages are thought to have originated in 

the Nile Valley region bu t diverged during their distinct migrations to 

present-day Kenya and Ethiopia (41–44). Thus, we wondered whether 

there was also evidence for selection on STC1 

within this separate lineage, which has simi-

larly inhabited arid regions around the horn 

of Africa and practiced a pastoralist lifestyle 

(45, 46). To do so, we worked with Daasanach 

communities on the east side of Lake Turkana, 

where ongoing work suggests a complex, and 

potentially compensatory, relationship be-

tween water stress and hydration status (47–49). 

We generated WGS data from 95 Daasanach 

participants and tested for signatures of selec-

tion on chromosome 8 (which contains STC1). 

We found that the same region upstream of 

STC1 identified in the Turkana is also an iHS 

outlier in the Daasanach (fig. S22 and table S17). 

This finding suggests that the regulatory re-

gion upstream of STC1 has been under selec-

tion in both lineages.

Polygenic selection on metabolic and 
renal system biomarkers
Although selective sweeps—such as the one we 

have detected near STC1—are undoubtedly 

important in human evolution (2), complex 

traits are more commonly shaped by weak but 

simultaneous selection on numerous genetic 

variants (50). We were therefore motivated to 

also explore the contribution of polygenic ad-

aptation to metabolic and renal system traits 

in the Turkana. To do so, we collapsed our 

three selection statistics into a Fisher’s com-

bined score (FCS) and assessed whether regi-

ons previously associated with 29 biomarkers 

(via multi-ancestry GWASs in the UK Biobank) 

exhibited higher mean FCS scores in the 

Turkana than expected by chance (51). These 

analyses revealed evidence of polygenic 

selection on metabolic biomarkers, such as 

triglycerides, cholesterol, and HbA1c, as well 

as renal system biomarkers, such as uric acid 

and cystatin C (all FDR < 5%; Fig. 4A and table 

S18). T hese results suggest that there has been 

diffuse, genome-wide selection on metabo-

lism and kidney function in the Turkana, in 

addition to the localized signal we uncov-

ered at STC1.

Lifestyle change and the fate of 
selected alleles
Although many Turkana still practice nomadic 

pastoralism in northwest Kenya and thus experience the ecological 

selection pressures we have highlighted here, subsets of the population 

are undergoing different types and degrees of market integration, 

urbanization, and acculturation. In recent decades, some Turkana have 

stopped practicing pastoralism but continue to live in rural environ-

ments in northwest Kenya, whereas others have migrated to urban areas 

in favor of wage labor jobs. Not surprisingly, moving to a city represents 

a major environmental shift: for example, whereas >90% of pastoralists 

regularly consume blood, milk, and red meat, these numbers drop to 

0, 47, and 31%, in u rban areas where large portions of the diet are in-

stead market-derived (52, 53) (Fig. 4B).

This ongoing lifestyle shift is relevant to our evolutionary genomic 

analyses because it sets the Turkana up for “evolutionary mismatch” 

(54). This occurs when previously advantageous variants, selected for 

in past ecologies, are placed in novel environments where they instead 

Fig. 3.  Selection on genetic variation near the STC1 gene. (A) Correlations between Turkana genotypes 

within the STC1 region and serum  urea levels (rs10107949: R = 0.116, FDR-adjusted P  value = 0.059; 

rs75070347: R = 0.130, FDR-adjusted P value = 0.055). (B) Haplotype block  21, which is 11.5 kb (spanning 

chr8:23872028-23883577) and contains the three SNPs with the strongest evidence for selection (rs6988698, 

rs7012892, and rs6994711), as well as one SNP, rs10107949, which was found to be associated with urea levels in 

the Turkana. Dark colors indicate minor alleles, and light colors indicate major alleles. (C) Allele frequency for one of 

the strongest evidence SNPs (rs6988698) within data generated as part of this study. The map shows the 

frequency of the major or derived (blue) versus minor or ancestral (yellow) alleles. (D) Boxplot summarizing the 

frequency of rs6988698 in this study as well as African populations included in the 1000 Genomes Project (15).  

(E) Haplotype length at the rs6988698 SNP for individuals carrying the major or derived (blue) versus minor or 

ancestral (yellow) allele. Coordinates are in hg19. (F) Validation of the CNN used to infer sweep mode. Receiver 

operating characteristic (ROC) curves show the results of applying one CNN replicate on the simulated va lidati on 

dataset. Each curve represents a one-versus-all comparison between the reference mode and all others combined; 

the area under each curve is given in parentheses. Hard, hard sweep [area under the ROC curve (AUC), 0.813; RNM, 

selection on recurrent new mutations (AUC, 0.971); SGV, selection on standing genetic variation (AUC, 0.819)]. 

Inset shows the results of applying 10 replicate CNNs to real data from the STC1 locus, under the assumption that 

the selective sweep is codominant (see fig. S20 for results when the sweep is assumed to be dominant).
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have detrimental effects. In line with this idea, we have previously 

shown that transitions from pastoralist to urban lifestyles are associ-

ated with increases in biomarkers of cardiovascular disease risk (52). 

We generated new data on (i) serum urea and creatinine levels and 

found that both  kidney function biomarkers also differ between urban 

and rural-pastoralist settings (n = 447, all FDR < 5%; Fig. 4D and table 

S14), as well as (ii) blood gene expression levels and found that genes 

involved in biological processes such as “response to heat,” “protein 

folding,” and “inflammator y response” are differentially regulated be-

tween urban and rural-pastoralist individuals (n = 230, all FDR < 

5%; Fig. 4C, fig. S23, and tables S19 and S20). Furthermore, we found 

that SNPs that fall near genes differentially expressed by lifestyle ex-

hibit more evidence for selection than SNPs near genes unaffected by 

lifestyle change (linear model P values: iHS < 2 × 10
−16

, PBS = 0.007, 

and XtX = 0.0211; tables S21 and S22). This result suggests that past 

adaptations are poised to interact with the environmental and physi-

ological shifts the Turkana are currently experiencing.

Conclusions
We integrated anthropological, biological, and genomic datasets to 

show that an arid ecology combined with pastoralist practices has 

likely led to selection on STC1 in the Turkana; this signal appears to 

be shared across other groups in the region, as emphasized by our 

work with the Daasanach. Although we do not know the causal, se-

lected allele at this time or the specifics of when and how the allele 

underwent selection, we show that the STC1 gene is induced by ADH 

in human cells, that STC1 variants are linked to urea levels in the 

Turkana themselves, and that selection likely occurred on standing 

variation near STC1 on an ecologically plausible time scale. We also 

shed rare empirical light on the popular evolutionary mismatch hy-

pothesis, which is commonly invoked to explain the high rates of non-

communicable, “lifestyle” diseases observed in Western countries (55). 

Our work highlights that partnerships with transitioning  populations 

can lead to new models for understanding how present-day environ-

ments interact with past adaptations to influence disease risk.
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High- capacity, reversible hydrogen 
storage using H–- conducting 
solid electrolytes
Takashi Hirose1,2, Naoki Matsui2*, Takashi Itoh1, Yoyo Hinuma2,3, 

Kazutaka Ikeda4,5, Kazuma Gotoh6, Guangzhong Jiang2,  

Kota Suzuki1,2, Masaaki Hirayama1,2, Ryoji Kanno2* 

Hydrogen absorption and desorption in solids are pivotal reactions 

involved in batteries and hydrogen storage devices. However, 

conventional thermodynamic and electrochemical hydrogen storage 

using high- capacity materials suffers from high hydrogen- desorption 

temperatures and instability of electrolytes. In this work, we explored 

electrochemical hydride ion (H–)–driven hydrogen storage and 

developed a solid electrolyte, anti–α- AgI–type Ba0.5Ca0.35Na0.15H1.85, 

which exhibits excellent H– conductivity and electrochemical stability. 

This electrolyte is compatible with several metal- hydrogen electrodes, 

such as titanim hydride and magnesium hydride (MgH2), allowing 

for high- capacity, reversible hydrogen storage at low temperatures. 

Specifically, Mg–H2 cells operating as hydrogen storage devices  

(Mg + H2 ⇄ MgH2) achieved a reversible capacity of 2030 milliampere 

hours per gram at 90°C, offering safe and efficient hydrogen- 

electricity conversion and hydrogen storage devices.

Hydrogen is considered an ideal energy carrier owing to its high abundance 
and low molecular weight. However, hydrogen storage in high- pressure gas 
tanks as liquid hydrogen presents numerous challenges (1), with the main 
drawback being critical safety issues. Hydrogen storage alloys have been 
extensively explored to safely store hydrogen in the solid state using ther-
modynamic or electrochemical means. Among these, thermodynamic hy-
drogen storage is the most representative method, but it is limited by the 
availability of high- capacity materials that can effectively store or release 
hydrogen at reasonably low temperatures: LaNi5 has a low hydrogen stor-
age capacity (1.4 wt %) despite its ability to operate near room temperature 
(2). By contrast, light- element metal hydrides, such as MgH2, LiH, and 
LiBH4, although having high theoretical storage capacities, suffer from low 
effective capacities and high operation temperatures (>300°C) (3). On the 
other hand, electrochemical hydrogen storage relies on external voltages 
to store and release hydrogen through protons (H+) or hydride ions (H–, 
the anionic state of hydrogen). For proton- based electrochemical storage, 
either an alkaline or acidic aqueous solution serves as the electrolyte, facili-
tating the movement of protons in and out of the hydrogen storage material 
(4–6). This approach is used in the electrode reaction of Ni–metal hydride 
(MH) batteries; however, it exhibits several drawbacks, such as slow reac-
tion kinetics and irreversible capacity loss in high- capacity materials (e.g., 
MgH2) owing to electrode corrosion and dissolution in the electrolyte (7).

Electrochemical hydrogen storage based on hydride ions was pro-
posed in 1985 by Huggins et al., who attempted to insert hydride ions 
into a metal using an ionic- liquid electrolyte containing dissolved 
H− (8). However, this direction was not pursued further because of the 
high- temperature operating conditions (>300°C) (9). In recent years, 
H–- conducting solid electrolytes have been explored as an alternative me-
dia for electrochemical hydrogen storage (10, 11). Hydride ions offer the 

advantage of high mobility because of their low charge density, moderate 
ionic radius (r ≈ 1.4 Å) (12), and high polarizability (α ≈ 1.8 Å3) (13). 
However, the performance of reported solid- state hydride- ion conductors 
is not satisfactory for use in H–- based electrochemical devices, such as 
hydride batteries. For example, the low ionic conductivity of the La2LiHO3 
electrolyte necessitates high cell operating temperatures (300°C), which 
results in poor reversibility and low discharge capacities due to side reac-
tions (10). More recently, LaH3- based hydrides and oxyhydrides have been 
reported to exhibit high ionic conductivities of 10−4 to 10−2 S cm–1 at room 
temperature (11, 14–16). However, the Ti–TiH2 asymmetric cells using the 
LaHx and La0.8Sr0.2H2.8–2xOx as the electrolytes only delivered low and 
irreversible discharge capacities of 414 and 1120 mAh g–1, respectively, 
presumably because of the electrolyte reduction during operation.

In this study, we developed a new hydride- ion conductor with high 
electrochemical stability and ionic conductivity by exploring the com-
positional space of the pseudoternary BaH2–CaH2–NaH system. The 
CaH2 and BaH2 end members are electrochemically stable with respect 
to their lower reaction potentials of −0.113 and −0.006 V versus Ti/TiH2, 
respectively (table S1; see supporting note 1 for details), compared with 
other metal hydrides, such as LaH3, whereas NaH was chosen as the 
third end member to allow the amount of hydrogen per metal to be 
varied. Although BaH2 and CaH2 have orthorhombic cotunnite–type 
structures (space group Pnma), the x- ray diffraction (XRD) patterns of 
the Ba1−x−yCaxNayH2−y samples with 0.25 ≤ x ≤ 0.9 and 0.05 ≤ y ≤ 0.375 
indicated that these compositions have a body- centered cubic (bcc) 
framework with space group Im3m (Fig.  1A and fig. S1, A and B). 
Figure 1B shows the formation range of this Im3m phase overlaid on 
the BaH2–CaH2–NaH ternary diagram, showing that three cations and 
1.625 ≤ n < 2, where n is the anion/cation ratio in MXn, are necessary. 
The experimental ionic conductivity of these species was distinctly high 
(σ ≈ 10−5 S cm−1 at 50°C) and reached a maximum of 4.8 × 10−5 S cm−1 
for Ba0.5Ca0.35Na0.15H1.85 (Fig. 1C). Transmission electron microscopy 
(TEM) (fig. S2A) revealed that the particle size of Ba0.5Ca0.35Na0.15H1.85 
is approximately 400 nm. Energy- dispersive x- ray (EDX) spectroscopy 
(fig. S2, B to D) verified that the experimental composition agrees with 
the nominal ratio (Ba:Ca:Na = 0.51:0.37:0.12 and 0.5:0.35:0.15).

Neutron diffraction was used to determine hydrogen positions in the 
structure, and samples were deuterated to avoid the background noise 
arising from incoherent scattering of light hydrogen. Figure 1D shows 
the crystal structure of Ba0.5Ca0.35Na0.15D1.85 determined by Rietveld re-
finement of neutron diffraction data (see fig. S1, C and D, and table S2 
for the Rietveld refinement results). In this structure, the Ba, Ca, and Na 
atoms randomly occupy the body- centered positions (2a), whereas D 
occupies the two distinct sites, 12d and 6b, corresponding to the centers 
of the DM4 tetrahedra and DM6 octahedra (M = Ba0.5Ca0.35Na0.15), 
respectively (Fig. 1E). The experimental data were well fitted (weighted-
profile R factor Rwp = 1.6%) by a structural model with deuterium at both 
the 12d [occupancy = 0.1651(3)] and 6b [occupancy = 0.2865(6)] sites. 
Therefore, Ba0.5Ca0.35Na0.15H1.85 was concluded to have an anti–α- AgI–
type structure, typical of superionic conductors (17). For a comprehensive 
discussion of diffusion pathways, molecular dynamics (MD) simulations 
were performed using a message- passing neural network (MPNN) po-
tential (fig. S3, A and B). This approach allowed for long simulation time 
(1 ns) and a lower temperature range (300 to 700 K) (fig. S3, C and D), 
which is close to the range of experimental conductivity measure-
ments. The hydrogen probability density obtained from the MD tra-
jectories (Fig. 1, F and G) indicates that hydrogen atoms occupy not 
only tetrahedral sites (corresponding to silver positions in α- AgI) within 
the bcc framework but also octahedral sites, aligning with the neutron 
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Rietveld analysis results. Analysis and visualization of hopping events 

from MD trajectories revealed that hydride ion conduction occurs be-

tween face- sharing tetrahedral and octahedral sites (Fig. 1, H and I), re-

sulting in three- dimensional conduction. The simulated ionic 

conductivities at 298 and 400 K were determined to be 2.6 × 10
−3

 and 

4.3 × 10
−2

 S cm
–1

, respectively (fig. S3E), suggesting that the anti–α- AgI–

type framework is suitable for hydride ion conduction.

Electrochemical properties of Ba0.5Ca0.35Na0.15H1.85

The Nyquist plot of Ba0.5Ca0.35Na0.15H1.85 obtained at 25°C (Fig. 2A, inset) 

exhibits two semicircles in the higher- frequency region, attributed to 

the resistance in the bulk and at the grain boundaries. The bulk and 

total ionic conductivities at 25°C were determined as 3.9 × 10
−5

 and 2.1 × 

10
−5

 S cm
−1

, respectively. Figure 2A shows the Arrhenius plots for the 

bulk and total ionic conductivities of Ba0.5Ca0.35Na0.15H1.85; the corre-

sponding activation energies are 49(2) and 48.2(6) kJ mol
−1

, respectively. 

The electronic conductivity, estimated from direct current (DC) polariza-

tion measurements, was 1.3 × 10
−9

 S cm
−1

 (fig. S4). This value is four orders 

of magnitude lower than the total conductivity determined by alternat-

ing current (AC) impedance measurements. In addition, the DC con-

ductivity, measured by using a Mo|TiH2+Ti+SE+AB|LaHx|SE|LaHx|T

iH2+Ti+SE+AB|Mo cell (SE, solid electrolyte of Ba0.5Ca0.35Na0.15H1.85; 

AB, acetylene black), was 2.2 × 10
−5

 S cm
−1

, which closely aligns with 

the AC conductivity value (fig. S5). LaHx functions as a mixed hy-

dride ion and electronic conductor, exhibiting a H
−
 conductivity of 

0.03 S cm
−1

 and an electronic conductivity of 2 S cm
−1

 at room tem-

perature (11, 18). These results indicate pure hydride ion conduction in 

Ba0.5Ca0.35Na0.15H1.85. Variable- temperature nuclear magnetic resonance 

(NMR) measurements were conducted (fig. S6), and pronounced line 

narrowing was observed at elevated temperature (343 K) in relation to 

that observed at room temperature (298 K), indicating enhanced hydro-

gen mobility within the material. The experimental bulk conductivity 

was one to two orders of magnitude lower than the simulated value 

(fig. S3E). Given the low crystallinity of the mechanochemically synthe-

sized samples and relative density of 90%, advances in the synthesis and 

densification of Ba0.5Ca0.35Na0.15H1.85 could further increase its conduc-

tivity. Figure 2B compares the Arrhenius plot of Ba0.5Ca0.35Na0.15H1.85 

with those of representative hydride ion and proton conductors 

(10, 11, 14, 15, 19–32), indicating that Ba0.5Ca0.35Na0.15H1.85 has a higher 

ionic conductivity than that of typical hydride ion conductors of 

cotunnite- type BaH2 and perovskite- type Sr0.925Na0.075LiH2.925 (22, 27) 

as well as proton conductors based on oxides and inorganic solid 

acids [BaCeO3 and CsH2AsO4 (20, 28)]. The superior conductivity of 

Ba0.5Ca0.35Na0.15H1.85 is attributable to the bcc framework of highly po-

larizable cations. In fact, high anion conductivities have been reported 

for anti–α- AgI–type F
–
 and O

2–
 conductors. For example, the F

–
 conduc-

tivities of Rb0.5Pb0.5F1.5 and Pb2/3K1/3F5/3 are 1.4 × 10
−5

 S cm
–1

 at room 
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temperature and 4 × 10−1 S cm–1 at 247°C (33–35), respectively, where ­
 as the O2– conductivities of Bi0.62Pb0.38O1.31 and Bi0.75Ba0.25O1.375 are 
~10−1 S cm–1 at 600°C and ~10−3 S cm–1 at 400°C (36, 37), respectively.

The electrochemical stability window of the solid electrolyte was evalu­
ated using the linear sweep voltammetry on a (–) Mo|TiH2+Ti+SE+AB|SE|Mo 
(+) cell recorded at 60°C and was determined to range from −0.13 to 0.53 V 
versus Ti/TiH2 (Fig. 3A). Such a low reduction potential of −0.13 V versus 
Ti/TiH2 is presumably due to the dominant presence of reduction­ 
resistant Ba and Ca in Ba0.5Ca0.35Na0.15H1.85, which is required for being 
compatible with the Ti electrode. Regarding the oxidation reaction, hydro­
gen gas evolution was detected at levels greater than 0.7 V versus Ti/TiH2, 
as confirmed by the in situ monitoring of the mass­ spectrometric H2 
signal (fig. S7). The positive correlation between the intensity of the H2 
signal and the applied current density indicated that hydrogen evolution 
was due to the oxidation of hydride ions (H– → 1/2H2 + e–). Subsequently, 
the electrochemical performance of Ba0.5Ca0.35Na0.15H1.85 as a solid electro­
lyte was explored using a (–) Mo|TiH2+Ti+SE+AB|SE|TiH2+SE+AB|Mo (+) 
asymmetric cell, a commonly used configuration in the field (10, 11, 16). 
The Ti–TiH2 cell proceeded reversibly, delivering more than 84% of its 
theoretical capacity (1075 mAh g−1) over 10 cycles at 60°C (Fig. 3B). Ex 
situ XRD measurements confirmed that TiH2 underwent a two­ step reac­
tion that corresponds to a single­ phase reaction of δ­ TiH2−x (0 ≤ x ≤ 0.5) 
with a face­ centered­ cubic metal lattice and a two­ phase reaction between 
δ­ TiH1.5 and α­ Ti with a hexagonal close­ packed metal lattice (fig. S8, A to 
D). This is the first demonstration of an all­ solid­ state cell that exhibits 
both high capacity and reversibility. Notably, such a high­ capacity, revers­
ible performance for an all­ solid­ state cell had not been previously re­
ported with LaH3­ based electrolytes (11, 16).

Screening of hydrogen storage materials
We further examined the electrochemical hydrogenation and dehydro­
genation reactions of various metal hydrides in all­ solid­ state cells. We 
first evaluated the reaction potential and theoretical capacity using 

density functional theory–based thermodynamic calcula­
tions (table S1). Then, we experimentally tested electrodes 
(TiH2, MgH2, NaAlH4, LiAlH4, NaBH4, NaH, LaHx, and 
VHx) that are compatible with the stability window of the 
solid electrolyte (−0.13 ≤ E ≤ 0.53 V) (fig. S9). Figure 3C 
shows the discharge curves of the metal­ hydride electrodes 
with the Ti–TiH2 anode. Table S3 presents a summary of 
the discharge properties of the metal hydrides. The MgH2–
Ti and NaAlH4–Ti (cathode­ anode) cells achieved capaci­
ties approaching their theoretical values, with details on 
NaAlH4–Ti presented in supporting note 2. The MgH2 elec­
trode exhibited a one­ step reversible charge­ discharge 
reaction with a high capacity of 1800 mAh g–1 (exceeding 
88% of its theoretical capacity of 2037 mAh g–1) at 90°C, 
corresponding to a two­ electron reaction (Fig. 3D). MgH2 
was dehydrogenated to form Mg after discharging and was 
regenerated upon subsequent charging, indicating a two­ 
phase reaction between MgH2 and Mg (fig. S10). In ad­
dition, the charge­ discharge reaction of MgH2 proceeded 
at 25°C with a relatively high discharge capacity of 855 to 
1220 mAh g−1 (fig. S11).

Electrochemical hydrogen storage of a Mg–H2 cell
Given the reversibility and high capacity of the MgH2 elec­
trode (fig. S12), we demonstrated a H–­ driven hydrogen­ 
storage device using Mg–H2 cells, where Mg and H2 
gas serve as active materials for the negative and posi­
tive electrodes, respectively. The cell configuration is (–) 
MgH2+SE+AB|SE|LaHx+SE+AB|SUS­ mesh|H2 (+) (SUS­ 
mesh, stainless steel mesh current collector) (Fig. 4A) 
operating at 90°C. The choice of LaHx as a cathodic elec­
tro   catalyst is based on its exceptional hydrogen exchange 

capability (11) and superior hydride ion and electronic conductivities. 
The open circuit voltage was 0.12 V, which is almost identical to the 
theoretical reaction potential of 0.186 V versus Mg/MgH2 (refer to sup­
porting note 1). The Mg–H2 cell achieved the theoretical capacity of 
MgH2 (~ 2030 mAh g–1) over five cycles (Fig. 4B). The hydrogen desorp­
tion reaction of MgH2(s) → Mg(s) + H2(g) starts at a cell voltage of 
approximately 0.3 V. The discharge (H2 absorption) proceeds with two 
steps at 0 V and –0.1 V. The subsequent discharge proceeds at –0.2 V 
plateau. Figure 4C shows the ex situ XRD patterns of the MgH2 electrode 
during the first cycle. During charging, hydrogen was desorbed from 
MgH2, resulting in the disappearance of the MgH2 peaks and the ap­
pearance of Mg metal peaks. Subsequently, during discharging, hydro­
gen was absorbed into the Mg metal, leading to the disappearance of 
the Mg peaks and the reappearance of MgH2 peaks. Notably, the hydro­
gen absorption reaction [Mg(s) + H2(g) → MgH2(s)] is thermodynami­
cally spontaneous at 90°C and hydrogen partial pressure P

H
2

 = 0.2 MPa. 
Control experiments demonstrated that H2 crossover through the solid 
electrolyte contributes to the hydrogenation of Mg. When the charged 
(dehydrogenated) cell was placed in a H2 atmosphere at 90°C, the for­
mation of MgH2 occurred through thermochemical hydrogenation (see 
supporting note S3 and fig. S13). Cross­ sectional scanning electron mi­
croscopy images revealed voids within the solid electrolyte layer (fig. 
S14), causing hydrogen crossover. Given the current relative density of 85 
to 90% for cold­ pressed electrolytes, further densification optimization, 
e.g., hot­ pressing, is necessary to minimize crossover effects (22, 26, 38). 
Electrochemical H– insertion into Mg was verified in the all­ solid­ state 
cells operated under vacuum (Fig. 3 and fig. S10). However, once H2 gas 
fills the cell, it can permeate through the solid electrolyte and react with 
Mg to form MgH2 even under mild conditions (90°C and P

H
2

 = 0.2 MPa). 
Consequently, the discharge mechanism thus involves both direct 
H– insertion and the electrochemical hydrogen pump. These findings 
demonstrate that hydrogen gas was electrochemically released from 
the MgH2 electrode and electro­  or thermochemically absorbed into the 
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Fig. 3. Electrochemical stability of Ba0.5Ca0.35Na0.15H1.85 and the electrochemical hydrogen 

storage performance of metal hydrides in all- solid- state cells using Ba0.5Ca0.35Na0.15H1.85.  

(A) Linear sweep voltammogram of the (−) Mo|TiH2+TiH+SE+AB|SE|Mo (+) cell recorded at 60°C. The 

red and black lines represent the experimental data and the fitting line, respectively. The potential window 

is indicated by vertical solid lines. (B) Charge- discharge curves of a (–) TiH2+Ti+SE+AB|SE|TiH2+SE+AB  

(+) cell recorded at 60°C. n, number of electrons transferred. (C) First discharge curves of the  

(–) TiH2+Ti+SE+AB|SE|MHx+SE+AB (+) (MHx, metal hydride) all- solid- state cells recorded at 90°C  

for NaAlH4, 100°C for LaHx, and 60°C for other electrodes. (D) Charge- discharge curves of a  

(–) TiH2+Ti+SE+AB|SE|MgH2+SE+VGCF (+) (VGCF, vapor- grown carbon fiber) cell recorded at 90°C.
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Mg electrode. Figure 4D summarizes the operating temperatures and 

hydrogen storage capacities of MgH2 in H
–
- driven cells compared 

with those reported for heat-  and proton- driven electrochemical hy-

drogen storage (7, 39). Unlike thermodynamic and proton- driven 

storage, the MgH2 electrode performs exceptionally well in H
–
- driven 

storage, offering low cost, good reversibility, and high storage capac-

ity attainable at moderate temperatures (7.7 wt % at 90°C). In view 

of these distinct properties, H
–
- driven hydrogen storage devices hold 

great promise for the storage and utilization of hydrogen and electri-

cal energy. For practical applications, it is essential to compare the 

total energy balance and gravimetric hydrogen storage density of 

actual device configurations between thermal and electrochemical 

hydrogen storage. Although a rigorous simulation under detailed 

assumptions is beyond the scope of this study, a simplified analysis 

indicates that electrochemical storage could outperform thermal 

methods through device- level improvements, such as reducing over-

potentials, minimizing the thickness of the solid electrolyte, and 

increasing the proportion of active material in the composite elec-

trode (see supporting note S4 for further discussion).

A new class of anti–α- AgI–type hydride- ion conductor, Ba0.5Ca0.35Na0.15H1.85, 

exhibited a high ionic conductivity and electrochemical stability. With 

this electrolyte, the charge- discharge operation of a MgH2–Ti all- solid- 

state cell with a high reversible capacity was demonstrated. Furthermore, the 

solid electrolyte enabled the operation of Mg–H2 hydrogen storage cells 

capable of high reversible capacity of 2030 mAh g
–1

 and a low operating 

temperature of 90°C. These properties were previously unattainable 

through conventional thermal methods or liquid electrolytes, offering 

a foundation for efficient hydrogen storage systems suitable for use as 

energy carriers.
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Fig. 4. Electrochemical hydrogen storage performance of a Mg metal  

electrode in metal–H2 cells using Ba0.5Ca0.35Na0.15H1.85. (A) Schematic of a 

metal–H2 cell. (B) Galvanometric hydrogen absorption or desorption using a (–) 

Mo|MgH2+SE+AB|SE|LaHx+SE+AB|SUS- mesh|H2 (+) cell operated at 90°C. The 

red and blue curves correspond to the hydrogen desorption and absorption 

reactions, respectively. The charging process was performed under vacuum  

and the discharging process under a 0.2- MPa H2 atmosphere. (C) Ex situ XRD 

patterns of the MgH2 composite electrode before and after charging or  

discharging. The electrochemical measurements were performed at 90°C using a  

(–) Mo|MgH2+SE+AB|SE|LaHx+SE+AB|SUS- mesh|H2 (+) cell. (D) Experimental 

gravimetric hydrogen storage density (ρm) of MgH2 as a function of temperature 

compared with the corresponding heat- driven storage density (green squares). The 

theoretical density is indicated by a dashed line. The data pertaining to electrochemi-

cal storage using liquid and ionic- liquid electrolytes are shown as blue triangles (7). 

The capacity achieved by the Mg–H2 cell at 90°C is plotted as red circles.
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SEISMOLOGY

Crustal stresses and damage evolve 
throughout the seismic cycle of the 
Ridgecrest fault zone
Jared Bryan1*, William B. Frank1, Pascal Audet2 

Earthquakes abruptly release tectonic stress that builds 

slowly over time through the coupled evolution of faults and 

the surrounding crust. Seismic wavespeeds track crustal 

deformation and stress changes, but typical monitoring 

methods are most sensitive to shallow depths. Using receiver 

functions, we tracked rupture- zone wavespeed and anisotropy 

changes throughout the crust during the 2019 Ridgecrest 

earthquake sequence. Shallow coseismic wavespeed 

reductions recovered within months, whereas a deeper 

postseismic wavespeed drop persisted without measurable 

recovery over several years. The deep, persistent wavespeed 

drop likely reflects accumulating damage driven by 

postseismic deformation, suggesting two possible scenarios: 

(i) a slow interseismic recovery where wavespeed and 

anisotropy track long- term stress evolution; or (ii) permanent 

deformation of an immature fault zone. Both scenarios affect 

the dynamics and energy budget of the seismic cycle.

Earthquakes are fundamentally governed by how stress accumulates 

and is relaxed within fault zones, a process intrinsically linked to the 

coupled evolution of the fault zone and the surrounding crust (1). 

Earthquake ruptures deform the surrounding crust, as evidenced by 

fracturing at the surface (2) and transient decreases in seismic wave­

speeds interpreted as damage in the shallow subsurface (3). Conversely, 

bulk crustal processes such as postseismic relaxation (4, 5), healing of 

shallow rock damage (3), permeability changes (6), and long­ term 

stress accumulation (7, 8) directly affect the stress state of the fault. 

This interplay between dynamic ruptures on the fault and the physical 

evolution of the bulk is controlled by rheology, the material behavior 

that determines how Earth materials deform in response to applied 

stresses. Rheology dictates how the crust deforms and recovers over 

time, and it controls the seismic cycle. A better understanding of fault 

zone rheology is crucial for constraining how tectonic stresses are 

relaxed through deformation and for estimating the large­ scale 

strength of the lithosphere.

The evolution of the crustal stress field at depth can be inferred 

from earthquake source analysis of microseismic data (9, 10) or 

changes in seismic wavespeeds (11, 12) and seismic anisotropy (13, 14). 

However, these event­ based measurements often require special re­

peating events whose spatial distribution is far from uniform and only 

sporadically provide information, often lacking resolution during epi­

sodic phases of the seismic cycle. Seismic noise–based measurements 

enable continuous monitoring of crustal seismic wavespeeds, but de­

tecting velocity changes at depth requires long­ period surface waves, 

whose broad sensitivity kernels and multiple scattering limit precise 

depth resolution (15, 16), or specialized source distributions and array 

geometries to extract body waves from ambient noise (17,  18). 

Deformation associated with the seismic cycle spans deeper portions 

of the crust with different rheological behaviors, which are poorly 

sampled in time and space by these seismological techniques. This 

observational gap challenges inferences of the evolving stress state of 

the entire crustal column throughout the seismic cycle.

We used teleseismic receiver functions to measure temporal varia­

tions in the seismic wavespeed structure during the 2019 Ridgecrest, 

California, earthquake sequence. The Ridgecrest sequence consisted 

of a moment magnitude (Mw) 6.4 event followed by a Mw 7.1 earth­

quake less than 2 days later (Fig. 1A) (19, 20). Unlike mature fault 

systems such as the San Andreas, which have undergone extensive 

seismic slip over many earthquake cycles, resulting in well­ developed 

damage zones (21) and highly localized fault cores (22), the Ridgecrest 

fault system has experienced fewer large earthquakes and distributes 

deformation over a broad damage zone (2, 23). Previous seismic moni­

toring studies have shown a substantial coseismic wavespeed reduc­

tion and a short (<1 year) recovery in the vicinity of the fault using 

local seismicity (24) and noise­ based interferometric techniques most 

sensitive to shallow (<2 km) wavespeed structure (18, 25, 26). To probe 

how the entire crustal column evolved through this major earthquake 

sequence, we leveraged advantageous features of receiver function 

data for seismic monitoring of the crust, including seismic anisotropy. 

The receiver function technique is a form of event­ based seismic in­

terferometry that uses the coda of near­ vertically propagating P waves 

from large ( Mw > 5.0) earthquakes at teleseismic (30° to 100°) dis­

tances to map crustal structure with uniform depth sensitivity (27) 

beneath a single seismograph station (28, 29). With ∼1500 Mw > 5.0 

events annually, receiver functions quasi­  continuously illuminate the 

seismic wavespeed structure of Earth’s crust (27, 30).

Deep crustal seismic wavespeed changes
We calculated receiver functions for 34 permanent three­ component 

broadband seismic stations within ∼120 km of the Ridgecrest fault 

zone (Fig. 1A). Of the 15,678 events with magnitudes of >5.0 between 

2015 and 2023, we selected 5500 events that meet source location and 

quality control criteria for station CI.WRC2 (see materials and methods 

in the supplementary materials; fig. S1). Receiver function waveforms 

before and after the Ridgecrest earthquakes show clear changes in 

amplitude and time delays that increase with lag time (Fig. 2A).

Sample­ to­ sample variations in receiver function waveforms are due 

to a combination of seismic wavespeed changes, varying source­ 

receiver paths of the teleseismic waves, and source­  or receiver­ side 

noise. Noise is assumed to be stochastic, but path effects, such as 

variations in the incidence angle and backazimuth of incoming rays 

due to the global distribution of teleseismic earthquake sources 

(fig. S2), result in nonlinear but predictable time­ amplitude changes 

in receiver function waveforms (fig. S3). Changes in seismic wave­

speeds and anisotropy also yield nonlinear waveform variations owing 

to time shifts accumulated through reverberations in the medium and 

modified impedance contrasts at layer boundaries (30–34). Capturing 

these nonlinear waveform changes is difficult with typical comparative 

metrics, such as the L2­ norm that only quantifies the difference 

in amplitude, whereas noise­ based monitoring tools such as trace 

stretching or moving­ window cross­ spectral analysis only quantify 

changes in time.

We overcome these challenges through a monitoring approach that 

leverages optimal transport (27) (see materials and methods). Optimal 

transport is a mathematical tool for measuring the distance between 

two distributions by finding a transformation (a “transport plan”) that 

minimizes the “work” needed to transform a reference distribution 

into a perturbed observed distribution (35). We used the transport 

plan to capture and interpret the complex time­ amplitude signal varia­

tions characteristic of receiver functions. We computed the optimal 

transport map and associated distance from each receiver function to 

a reference waveform (27), representative of the crustal structure prior 

to the Ridgecrest sequence. These optimal transport maps provide a 

structure to the space of waveform variations (27, 36), allowing us to 
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construct empirical models for the independent modes of signal varia-

tions (e.g., wavespeed changes independent of backazimuth variations) 

in a linear framework and obtain receiver functions cleaned of 

nuisance source- side variability (Fig. 2B). We then calculated the lag 

time–dependent optimal transport distance (Fig. 3A) and mapped the 

waveform perturbations across the fault zone (Fig. 1, A and B). As a 

comparison, we also computed optimal transport distances for ambi-

ent seismic noise using the same workflow we used for the receiver 

functions. The optimal transport distances remain stable over time 

prior to the 2019 Ridgecrest earthquakes but show a clear coseismic 

change at the time of the earthquakes (Fig. 3A) that decays with dis-

tance from the fault zone (Fig. 1, A and B). Immediately after the 

events, receiver function waveform changes associated with early lag 

times (0.0 to 2.5 s), which capture direct converted phases and shallow 

reverberations, are more pronounced than those associated with later 

lag times (7.5 to 10.0 s), which are sensitive to deeper reverberations 

(Figs. 2B and 3A). We observed a similar evolution for seismic noise 

waveform changes, which likely lose sensitivity to wavespeed perturba-

tions at depths of >10 km (15, 16). Over several months after the earth-

quakes, the receiver function waveform changes at later lag times 

become larger than those at early lag times (Fig. 3A).

To estimate the depth at which these changes occur, we inverted the 

reference receiver function for a reference layered seismic wavespeed 

model (fig. S4) and examined the effect of a wavespeed perturbation 

in each layer on the synthetic waveforms. We applied a 1% decrease 

to S wavespeed VS for each layer within the model and calculated the 

optimal transport distance as a function of lag time between the refer-

ence and perturbed synthetic receiver functions (16). Varying the depth 

of the perturbed layer produced waveform changes characterized by 

two distinct moveouts (Fig. 2C). The first moveout, associated with 

direct converted phases, is particularly prominent for crustal phase 

conversions above 25 km depth, affecting waveform perturbations up 

to 2.5 s. Perturbations in waveforms observed between 7.5 and 10.0 s 

cannot be explained by direct crustal conversions at <50 km depth. We 

surmise that seismic wavespeed perturbations at depths of >50 km 

are unlikely with the coseismic slip and aftershocks of the Ridgecrest 

earthquakes concentrated above 10 km depth (19, 20, 37). We observed 

that shallow wavespeed perturbations can generate waveform changes 

A C

B

Fig. 1. Signatures of damage and stress change in the Ridgecrest fault zone.  

(A) Map of the Ridgecrest, California (CA), area with broadband seismographs shown 

as circles color coded by isotropic changes in seismic wavespeed measured at each 

station as well as the fast- axis direction of seismic anisotropy before (black) and after 

(color coded by their angular perturbation) the 2019 earthquake sequence. Station 

CI.WRC2 experienced the largest perturbation and is located near the northern tip of 

the mainshock rupture. The faults hosting the Ridgecrest doublet are in red (62) with 

other US Geological Survey (USGS) Quaternary faults in gray (63). The inset shows 

the study area in relation to the Eastern California Shear Zone (ECSZ), the main strand 

of the San Andreas Fault (SAF), and the state boundary with Nevada (NV). (B) Decay 

of the isotropic wavespeed change, captured by the optimal transport distance 

averaged over 90 days post- earthquakes, with distance from the faults of the Mw 6.4 

and Mw 7.1 Ridgecrest doublet (whichever is closer). Error bars are the standard 

deviation in the optimal transport distance over all times before the earthquakes.  

(C) Absolute perturbation to the fast- axis direction with distance from the fault, for both 

positive (filled circle) and negative (open circle) angular perturbations, averaged over 

1 year after the earthquakes.

B

C

A
Fig. 2. Waveform changes of observed and modeled 

receiver functions throughout the crust near the 

Ridgecrest fault zone. (A) Receiver functions through 

time for station CI.WRC2, located near the northern end 

of the fault rupture (Fig. 1A). Stacked receiver functions 

before (blue) and after (red) the 2019 Ridgecrest 

earthquakes show clear time delays that grow with lag 

time. (B) Receiver function waveforms corrected for 

source variability to isolate time- lapse waveform changes 

before (blue) and after (red) the earthquake sequence. 

(C) Optimal transport distances resolved in lag time of 

the receiver function due to buried wavespeed changes at 

a range of depths. Moveouts related to direct conversions 

and reverberated phases are highlighted.
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out to ∼6.0 s through high- order reverberations, but they rapidly lose 

energy with increasing order. We measured waveform perturbations 

at many stations across the fault zone, and we see that these late per-

turbations are not an artifact of a spatially heterogeneous shallow 

change in wavespeed sampled by the lateral moveout of reverberated 

phases (Fig. 1, A and B, and fig. S5). We conclude that the observed 

perturbations in the waveforms between 7.5 and 10.0 s (Figs. 2B and 

3A) cannot be explained by shallow wavespeed changes alone and 

likely result from reverberated phases originating at depths of 10 to 

20 km (Fig. 2C).

The Ridgecrest fault zone exhibits considerable structural hetero-

geneity (38–40), but the observed waveform variations necessarily 

average the wavespeed perturbations over a large volume. The un-

even distribution of global earthquake sources implies a nonuniform 

backazimuth sampling by the receiver functions (fig. S2), resulting 

in a heterogeneous distribution of ray- piercing points that broadens 

the spatial sensitivity of our measurements (fig. S5). Broad sensitivity 

kernels of scattered waves also inher-

ently limit our ability to precisely con-

strain the lateral spatial scale of the 

observed seismic velocity changes (41). 

However, we can leverage this source 

variability to infer the depth and spa-

tial localization of these changes. If 

the wavespeed reductions were shal-

low, then the waveform perturbations 

would be sampled by all receiver func-

tions regardless of backazimuth. Con-

versely, wavespeed reductions confined 

to the Ridgecrest fault zone at greater 

depths would predominantly affect 

only waveforms whose raypaths inter-

sect the fault region. We observe that 

the largest waveform perturbations oc-

cur in fault- crossing receiver func-

tions, whereas fault- parallel receiver 

functions show smaller perturbations, 

and fault- outward receiver functions ex-

hibit almost no change (fig. S6).

After establishing that the observed 

waveform changes likely originate at 

depth within the Ridgecrest fault zone, we 

quantified the depth and magnitude of 

wavespeed changes through time in four 

depth ranges down to 20 km (Fig. 3B; see 

materials and methods). Results were 

similar when repeating the inversion with 

eight thinner layers, indicating robustness 

to vertical discretization (fig. S7). We con-

firm a large coseismic wavespeed reduc-

tion (∼2%) at depths corresponding to the 

distribution of coseismic slip (<10 km) 

(19, 42), deeper than previous estimates 

of coseismic wavespeed changes inferred 

from ambient seismic noise and regional 

earthquake measurements (24–26). This 

shallow wavespeed reduction rapidly 

recovers within months back to pre- 

earthquake levels, in general agreement 

with previous studies (18, 24–26). An ad-

ditional deep (10 to 15 km) wavespeed 

change (∼−2.0%) is needed to fit the ob-

served perturbations, notably the phase 

shifts at later lag times (Figs. 2B and 3A). 

This deep wavespeed change accumulates 

postseismically and persists over the observational period; no wavespeed 

change at greater depths is required to explain the observations. These 

results imply a decoupling between persistent deformation at depth and 

the shallow recovery of a coseismic drop in wavespeed (18, 24), suggestive 

of a depth- dependent response to the Ridgecrest ruptures.

Changes in crustal seismic anisotropy
We investigated how seismic anisotropy evolved as an additional 

constraint on the crustal response to the Ridgecrest earthquakes. We 

used the intrinsic backazimuth variability of receiver functions 

(fig. S2), which we previously removed to resolve isotropic wavespeed 

changes, to measure changes in the orientation of seismic anisotropy. 

For each station, we inverted for the set of harmonic coefficients that 

best reproduce the backazimuth variability in amplitude together with 

a fast axis of anisotropy ϕ (43, 44) (fig. S8; see materials and methods). 

Estimating this in a 180- day moving window, we tracked the evolution 

of the fast- axis direction through time (Fig. 3C) and how it changes 

A

B

C

Fig. 3. Depth- dependent evolution of crustal seismic wavespeeds and anisotropy. (A) Time series of the optimal 

transport distance for station CI.WRC2. Early lag times (0.0 to 2.5 s) (blue) correspond to direct converted phases 

throughout the crust and reverberations in shallow layers. Late lag times (7.5 to 10.0 s) (red) correspond to deep reverber-

ated phases. Optimal transport distance time series of seismic ambient noise from the pre- event time window (black) is esti-

mated identically. Estimates of the optimal transport distances before and after the 2019 Ridgecrest earthquakes are made 

with no overlapping windows. (B) Time series of seismic wavespeed changes inverted for four depth ranges. The optimal 

wavespeed change is shown as a colored line, and the 95% confidence interval is shaded. (C) Time series of the azimuth of 

the fast axis of seismic anisotropy. Estimates of the fast- axis direction before and after the 2019 Ridgecrest earthquakes are 

made with no overlapping windows. The average fast- axis azimuth is shown for all times before and all times at least 1 year 

after the Ridgecrest earthquakes (dashed blue lines). The estimated rotation in fast- axis orientation Δϕ plotted in Fig. 1C 

is shown. The GNSS vertical (purple line) and fault- parallel (red line) displacement rates for station P594 are averaged in  

the same way as the anisotropy and are respectively shown for the pre-  and postseismic phases.
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in response to the Ridgecrest earthquakes. We observe that seismic 

anisotropy evolves over several months after the Ridgecrest sequence 

on a similar timescale to rapid postseismic deformation, as captured 

by the fault- parallel surface displacement rate at nearby Global 

Navigation Satellite System (GNSS) station P594 (45) (Fig. 3C). To 

examine whether these changes in fast axis are localized to the 

Ridgecrest fault zone, we averaged the fast- axis orientations for 1 

year before and 1 year after (starting 1 year after the coseismic rupture 

to avoid the postseismic phase) the 2019 Ridgecrest earthquakes 

across the seismic network, mapping this reorientation across the 

fault zone (Fig. 1, A and C).

The background seismic anisotropy is spatially coherent and yields 

fast axes that reflect the dominant fault structures in the area (46), 

with a northwest–southeast trend along the Ridgecrest fault and a 

more east–west trend near the Garlock fault (Fig. 1A) (47). Stations 

that did not pass the stability criteria for a fast- axis estimate are spa-

tially clustered, likely because of seasonal variations that dominate the 

recovered anisotropy prior to the Ridgecrest sequence (Fig. 3C). The 

observed post- Ridgecrest rotation is spatially coherent and decays with 

distance from the fault with a maximum of |Δϕ| ≈ 10° (Fig. 1C). The 

seasonal variability of anisotropy seen before the Ridgecrest sequence 

disappears afterward (Fig. 3C), suggesting that the evolution of an-

isotropy after Ridgecrest is dominated by the crustal response to the 

earthquakes. This rotation in anisotropy persists without recovery, 

similar to the isotropic wavespeed change at >10 km depth (Fig. 3, A 

and B). Our observations suggest that the post- Ridgecrest rotation of 

seismic anisotropy imaged here stems from changes at depths >10 km 

and is not related to postseismic healing of aligned brittle fractures in 

the upper crust (48).

Depth- dependent rheology shapes earthquake response
Our observations reveal a stark depth dependence of the crustal re-

sponse to a major seismic sequence. Throughout the upper- crust por-

tion of the rupture zone (<10 km depth), a rapid coseismic drop in 

wavespeed returned to pre- earthquake wavespeeds within months 

(24, 25, 48) (Fig. 3B). In contrast, the lower crust gradually accumu-

lated a wavespeed perturbation over the postseismic phase that per-

sisted without recovery during the 3- year observational period after 

the Ridgecrest sequence (Fig. 3B).

In the upper crust, coseismic stress changes (23, 40) and strong 

shaking within the coseismic rupture zone (<10 km depth) (19, 49) 

induced brittle failure, microcracking (50), and fluid flow in the fault 

zone (51), resulting in a rapid seismic wavespeed reduction (Fig. 3B). 

The uniform depth- sensitivity of receiver functions (27) demonstrates 

that brittle failure was not limited to the shallow subsurface and is 

present throughout the coseismic rupture zone (Fig. 3). This brittle 

damage began to heal almost immediately (24) through crack reseal-

ing, compaction, and fluid- assisted healing (52). In contrast, the lower 

crust beyond 10 km depth gradually accumulated a wavespeed per-

turbation over the postseismic phase that did not recover during 

our observational period (Fig. 3B). The slow accumulation of wave-

speed changes at these depths suggests the coexistence of viscous 

deformation and localized brittle damage. High fluid pressure near 

Ridgecrest (47) may be an essential factor in accelerating deformation 

through semibrittle creep, where brittle damage driven by localized 

stress concentrations at fracture tips can be regulated by the slow rate of 

fluid flow into the new fracture (53, 54). Such fluid- driven, semibrittle 

processes naturally account for both the timescale over which wave-

speeds steadily decrease in the lower crust and the observed post-

seismic rotation in anisotropy (Fig. 3C). We suggest that such 

anisotropy could reflect a superposition of frozen crystallographic 

anisotropy (44) and stress- sensitive fracture-  and fluid- based (47, 55) 

anisotropy, both potentially responsive to reorientation of the 

stress field.

Observed earthquake- induced stress rotations require an upper 

crust that cannot support large differential stresses (7, 56, 57), whereas 

postseismic deformation in the lower crust requires differential 

stresses 10 to 1000 times larger than those supported within the fault 

zone in the upper crust (58). This strength contrast likely controlled 

the distribution of fault slip during the Ridgecrest earthquakes, with 

coseismic failure and subsequent aftershocks contained within the 

upper crust down to 10 km (19, 20) and postseismic deformation gov-

erning stress relaxation at greater depths (42, 51, 59). The earthquakes, 

in turn, damaged the surrounding crust through brittle failure and 

microcracking in the upper crust and fluid- mediated semibrittle de-

formation in the lower crust. The observed depth- dependent damage 

and recovery throughout the Ridgecrest sequence reflect a coupled 

evolution of faults and their surrounding medium whose interaction 

is mediated by a complex crustal rheology.

Implications for the seismic cycle
Our inference of depth- dependent rheology highlights the time- 

dependent mechanisms that shape the overall strength of the litho-

sphere and its role in controlling deformation at tectonic plate 

boundaries. We show in Fig. 4 a schematic model for how this depth- 

dependent response to the Ridgecrest earthquakes evolves in the 

Fig. 4. Stress and damage evolution in the Ridgecrest fault zone throughout the seismic cycle. Deep seismic wavespeed changes and rotation in anisotropy in the fault 

zone serve as proxies for stress and damage throughout the seismic cycle. Inset schematic fault block models show coseismic damage localized near the surface and a fault 

core that recovers rapidly as well as deep damage accumulated along with anisotropy reorientation over the postseismic phase. There are two potential scenarios for the 

interseismic phase: Either (i) deep changes gradually recover, reflecting long- term stress- driven evolution; or (ii) deep changes persist indefinitely, indicating permanent 

structural changes in an immature fault zone. These two scenarios are represented by uncertainty in the interseismic evolution of seismic wavespeed and anisotropy.
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crustal column throughout the seismic cycle. At shallow depths 

(<10 km), the crust is damaged by coseismic shaking (60) and static 

stress changes (23, 40) over seconds to minutes (10
0
 to 10

2
 s); this damage 

is then rapidly recovered through crack resealing, compaction, and 

fluid- assisted healing (50), returning to pre- earthquake levels in days 

or months (10
5
 to 10

7
 s). Brittle damage also accumulates in the lower 

crust (10 to 15 km), but through different mechanisms, such as fluid- 

assisted fracture creep (53, 54), and over the longer timescale of the 

postseismic phase that can last from days to years after the earthquake 

(10
5
 to 10

8
 s). This damage persists through the postseismic phase and 

beyond our observational timescale. The persistence of this deep, 

brittle damage and its associated anisotropy suggests two possible 

scenarios: (i) The perturbations to the medium do eventually recover 

but require years to centuries (10
8
 to 10

10
 s) of tectonic loading, the 

timescale of the interseismic phase; or (ii) the perturbations to the 

medium do not recover, reflecting a permanent change in the structure 

of the fault zone at depth.

These scenarios have distinct implications for our understanding 

of fault zone evolution, crustal properties, and the energy budget of 

the seismic cycle. If the deep perturbations eventually recover, seismic 

wavespeeds and fault strength at depth must evolve continuously 

throughout the interseismic phase. This implies a dynamic interplay 

between fracture healing, fluid migration, and tectonic loading that 

controls the stress state of the fault zone throughout the seismic cycle. 

Conversely, permanent damage accumulation without substantial re-

covery implies that immature fault zones such as Ridgecrest progres-

sively weaken or structurally evolve after major earthquakes (61). 

Distinguishing between these outcomes will be essential to improve 

our models of fault strength evolution and seismic energy partitioning.

Beyond the earthquake cycle on crustal faults, our results highlight 

that seismic wavespeed changes in the shallow subsurface are not 

generally reflective of the evolution of the fault zone at depth, high-

lighting a gap in our understanding of deep crustal processes. This has 

implications for continental fault zone mechanics, as we highlight here, 

but also for the dynamics of other major transcrustal geohazards, such 

as plate boundary deformation in subduction zones and volcanism.
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Research at UM6P

UM6P was created as a new kind of research university: experimental in
spirit, impact-driven, and globally connected, while firmly rooted in Africa.
This vision translates into a focus on strategic, future-facing fields such as
agricultural sciences, advanced materials, energy storage and electric
mobility, health sciences, artificial intelligence, biotechnology, ocean
sciences, and climate resilience. What makes us distinctive is the way
fundamental discovery and applied innovation are pursued together,
ensuring that science contributes directly to both global understanding and
local relevance.
From pioneering work on next-generation batteries for electric mobility to
advances in sustainable agriculture for arid regions, UM6P is demonstrating
how technologies developed locally can meet local needs while scaling
globally. To cement our role as a hub where global science and African
innovation converge, we are proud to host major scientific initiatives,
including the International Meeting on Lithium Batteries (IMLB) in 2028.
Collaboration defines who we are. We are building interdisciplinary spaces
where scientists and innovators co-create transformative ideas across fields,
from AI-driven agriculture to marine sciences. Driving this vision is
ouryoung, energetic, and ambitious community of researchers, students,

and staff, who embrace the opportunity to contribute to a university that is shaping Africa’s scientific future while
strengthening its place in the global research community. For them, science at UM6P is not abstract, it is about impact:
developing technologies in Morocco that matter to Morocco, Africa, and the world.
Looking ahead, UM6P aims to become a continental reference point for science and innovation: a place where the next
generation of researchers is trained, where transformative technologies are born, and where Africa’s voice in global science
is both strong and distinctive.

Dr. Jones Alami
Chief Research & Global Scientific

Engagement Officer, UM6P

Five Tenure-Track Assistant Professor Positions in Microbiology,

Evolution, and Biological Clocks

Position Description
The Department of Biology in the College of Arts and Sciences at Texas A&M University (TAMU) invites applications for five full-time,
tenure-track Assistant Professor positions in the areas ofMicrobiology (2), Evolution (2), and Biological Clocks (1). These are 9-month
appointments with an anticipated start date of Fall 2026. As part of a major departmental expansion aligned with our 2020-29 Strategic Plan, these
searches aim to build research excellence in the thematic areas of Biological Resilience, Synthetic Biology, Evolution, and Biological Clocks.
We are especially interested in candidates who employ interdisciplinary, collaborative, and innovative approaches to address compelling
questions in the biological sciences. Successful applicants are expected to develop and sustain an externally funded research program, contribute to
undergraduate and graduate education, and engage in departmental and university service. We welcome applicants whose research spans disciplinary
boundaries and support research programs that range from basic biological mechanisms to applied biomedical or environmental sciences.

Texas A&M’s research enterprise is internationally recognized for excellence across the life sciences. The Department of Biology
(www.bio.tamu.edu) provides a collegial, collaborative research environment that supports large undergraduate and graduate programs and
promotes integration of students into active research. Faculty benefit from access to world-class research and teaching
infrastructure, competitive startup packages, and participation in several interdisciplinary doctoral programs, including Ecology and
Evolutionary Biology (eeb.tamu.edu), Genetics (genetics.tamu.edu), and Neuroscience (tamin.tamu.edu). The Department is home to the Center
for Biological Clocks Research (CBCR) that supports research in circadian biology and sleep.

In support of growth in Biological Sciences, major remodeling of teaching space is presently underway, as is architectural design for a new
Biology building that will add significant research space for our faculty.

Texas A&M University is located in Bryan-College Station. This vibrant and fast-growing community combines cultural diversity, arts and
entertainment, and strong public schools with a high quality of life. Situated in the heart of the Houston-Dallas-Austin triangle, the region offers
the amenities of a large metropolitan area while maintaining a welcoming, small-town feel.

Qualifications
Candidates must hold a Ph.D. in Biology or a related discipline and demonstrate a strong track record of impactful research inmicrobiology,
evolution, or biological clocks, emphasizing creativity, research excellence, and potential for interdisciplinary impact.

Application Instructions
For full consideration, your application materials must include a short cover letter (one page), curriculum vitae, personal statement to include
philosophy and plans for research (max three pages), teaching (max two pages), and service, and contact information for three references.
These materials must be directly submitted online at apply.interfolio.com/171952. Please ensure all required documents are complete and accurate
to facilitate a smooth application process. Review of applications will begin around October 1, but will continue to be accepted until the
final deadline of November 15.
If you have questions about this search, please direct emails to Dr. Michael Benedik, Chair of the search committee, at benedik@tamu.edu.
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The Division of Biology and Biological Engineering (BBE) at the California
Institute of Technology invites applications for a tenure-track position in
Neuroscience. We welcome applications from candidates working in any
neuroscience subdiscipline, including molecular, cellular, developmental,
comparative, behavioral, systems and computational neuroscience. Caltech
especially values creative and innovative approaches to understanding neural
function; candidates whose research program spans several of these
subdisciplines and/or are working with non-traditional experimental systems
are encouraged to apply.

Successful applicants are expected to develop innovative research programs
and be committed to high quality teaching. Preference will be given to
candidates at the Assistant Professor level; however, well-qualified
applicants at the Associate or Full Professor level may also be considered.

Please submit an application at: https://applications.caltech.edu/jobs/bbe and
include a brief cover letter; curriculum vitae; a list of published and
submitted papers; a description of proposed research; and a statement of
teaching interests. Applicants should also submit an education statement that
addresses the applicant’s thoughts on classroom and laboratory instruction,
mentorship of students and postdoctoral scholars, and ways to foster an
inclusive, equitable environment for the development of scholars who come
to Caltech with many different backgrounds and experiences.

Applicants should arrange to have at least 3 reference letters uploaded.

Salaries for professorial faculty at Caltech fall in the range of
$125,000-$400,000.

Applications will be reviewed in the order in which they are received and
should be complete by October 15, 2025, for full consideration. Candidates
must be available to interview on campus in Pasadena, CA, on January
12-13, 2026.

We are an equal opportunity employer and all qualified applicants will
receive consideration for employment without regard to age, race, color,
religion, sex, sexual orientation, gender identity, or national origin,
disability status, protected veteran status, or any other characteristic
protected by law.

DIVISION OF BIOLOGY AND BIOLOGICAL ENGINEERING
Tenure-Track Faculty Position in Neuroscience

Assistant Professor

A faculty position is available in the
Department of Psychiatry and Behavioral
Sciences, in conjunction with the Center
for Addiction Sciences and Therapeutics at
the University of Texas Medical Branch.
Faculty are expected to be highly engaged
in collaborative, translational research
ventures and to provide mentorship to
talented mentees. Successful candidates
will have an M.D. or Ph.D. in Clinical
Psychology or related clinical experience, a
track record of scholarly research,
publications, and history of, or evidence of
potential for obtaining, extramural
funding. A research focus in basic,
translational and/or clinical sciences which
directly contributes to the etiology,
prevention, diagnosis and/or treatment of
substance use disorders, neuropsychiatric
and mental health disorders is appropriate.

A PDF application packet including (1)
current curriculum vitae, (2) statement of
research accomplishments, future
directions, and teaching experience (≤
three pages), and (3) contact information
for three potential references should be
emailed to CAST@utmb.edu.

Institutional information can be found at
http://www.utmb.edu,
https://www.utmb.edu/cast/, and
https://www.utmb.edu/psychiatry/.
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The program’s mission was to provide training to students 

from underrepresented backgrounds who had graduated 

from universities without many research opportunities. 

Coming from a small liberal arts college, I went into the pro-

gram to gain the hands-on research experience I would need 

to be a competitive Ph.D. applicant.

It sounded like the gateway I was after. I wasn’t exactly sure 

what I needed to learn to become a competent researcher. But, 

I reasoned, surely the program would know.

It didn’t take long for those hopes to unravel. I soon learned 

that my cohort was the first. We were told we would be the 

“guinea pigs,” and that there would be growing pains.

We had weekly group meetings with the program directors, 

mostly focused on research updates and goals. But no one 

seemed to grasp how new we were to all of this. We didn’t just 

need feedback on our experiments. We needed someone to tell 

us what academia even was. How to navigate it. What questions 

to ask. We were hungry to learn, but the gaps were wide, and 

the silence around them made everything harder.

It’s hard to say why those involved didn’t understand what 

we needed. But it was clear that very few people on the medical 

campus where we were working looked like us. One day, as I 

was working on my laptop at a small coffee shop on campus, a 

woman in scrubs asked, “Do you have to be an employee, or can 

anyone just sit here?” My heart sank. I wasn’t bothering anyone. 

I belonged. And yet, somehow, others didn’t see it that way.

Meanwhile, I was struggling to get my experiments off the 

ground. Three months into the program, my mentor was put 

on administrative leave. I was unofficially placed under my 

mentor’s supervisor, someone senior in the department. 

He was genuinely invested in the program. But he wasn’t 

closely involved in my day to day. Without a direct mentor, 

I was left trying to piece things together on my own.

For months, I made almost no progress. When I asked ques-

tions of others in my lab, many of whom were stressed about 

their own future, they told me to “just look in the literature” and 

offered no further guidance. Once, a colleague said, almost ca-

sually, “Some people just aren’t cut out for this.”

Through my struggles, the program never checked in on me. 

It was a professor teaching one of my classes who ultimately 

filled that gap. After noticing I was obviously very unhappy, she 

invited me to switch to her lab.

I went on to work with her for the rest of the year. She gave 

me what I was missing: technical skills, insight into the un-

spoken norms of academia, and the red flags to watch out 

for. She helped me rebuild my confidence and gave me tools, 

language, and a way forward. “You’re a star,” she said once, so 

casually it felt like a fact.

In the end, I came out of the experience achieving what I set 

out to do. I applied to and was accepted into the graduate 

school of my choice. But it wasn’t because I was guided or nur-

tured by the program. I decided to be honest and tell the pro-

gram evaluator the truth. The program showed me I was 

capable of doing neuroscience research, but it didn’t give me a 

feeling that I belonged.

Now as a first year Ph.D. student, I find myself fielding ques-

tions from students considering similar programs. I tell them to 

ask about the kind of support they’ll receive in and outside of 

the lab and what programs mean when they say “mentorship.” 

Who will be responsible for guiding you? What are their roles, 

and what are your options if things go off track? Talent and grit 

matter, but so do structure, transparency, and care. �

The author is a Ph.D. student in the United States.

A gateway without guidance
Anonymous

T
he question caught me off-guard. The video call was supposed to be a simple wrap-up with 

a program evaluator—one last meeting to close my year in the postbaccalaureate program. 

I thought it would just be a chance to say thank you, talk about next steps, and get a bit of 

advice. Instead, I was asked a critical question: “How has this program shaped your sense of 

belonging in STEM, and in neuroscience specifically?” I stared at the screen for a moment, 

blinking. I wanted to be honest, but I didn’t want to sound ungrateful. I knew how much the program 

had invested in my classmates and me. I also couldn’t ignore the weight of what I had experienced.






